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What is a Meme?
● “An amusing or interesting item (such as a captioned picture or 

video) or genre of items that is spread widely online, especially 
through social media.” - Merriam-Webster

The dancing baby, 1995

Source: https://www.rd.com/article/best-memes/ 

Most popular meme template 
all time (imgflip)

https://www.rd.com/article/best-memes/
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What make a Meme?
● Composed of funny images and text, which are often used as a 

form of social or political commentary. A meme will generate 
hundreds of different interpretations as it gets passed around, 
usually via social media, text and email, as people put their own 
personal spins on a popular meme template.

○ Funny or humorous (at least to some audience) 

○ Multimodal

○ Convey a certain message or ideology

○ It is shared or it get viral

○ It is usually template-based

Source: https://www.rd.com/article/best-memes/ 
image source: 
https://www.facebook.com/story.php/?story_fbid=10150428323881840&id=21785951839&paipv=0&eav
=AfbUaBMdjXHEoWhhXHrrI3kUq_W1zjDAYenIC-OZvLTuwjcQhRY7fjrCuIyX3xEwEoM&_rdr 

https://www.rd.com/article/best-memes/
https://www.facebook.com/story.php/?story_fbid=10150428323881840&id=21785951839&paipv=0&eav=AfbUaBMdjXHEoWhhXHrrI3kUq_W1zjDAYenIC-OZvLTuwjcQhRY7fjrCuIyX3xEwEoM&_rdr
https://www.facebook.com/story.php/?story_fbid=10150428323881840&id=21785951839&paipv=0&eav=AfbUaBMdjXHEoWhhXHrrI3kUq_W1zjDAYenIC-OZvLTuwjcQhRY7fjrCuIyX3xEwEoM&_rdr
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Meme used in Social Movements

● Memes are very effective tools to spread ideas and 
beliefs

Images of rice and bunnies were used by women in 
China to spread word about the #MeToo movement 
in the country

source: https://www.bbc.com/future/article/20220928-the-surprising-power-of-internet-memes 
https://30seconds.com/mom/tip/20171/The-Best-Bernie-Sanders-Memes-More-Than-100-Funn
y-Memes-of-Bernie-Sanders-His-Awesome-Inauguration-Mittens 

Bernie Sanders memes being used in many 
settings. Help in advocating his political beliefs

https://www.bbc.com/future/article/20220928-the-surprising-power-of-internet-memes
https://30seconds.com/mom/tip/20171/The-Best-Bernie-Sanders-Memes-More-Than-100-Funny-Memes-of-Bernie-Sanders-His-Awesome-Inauguration-Mittens
https://30seconds.com/mom/tip/20171/The-Best-Bernie-Sanders-Memes-More-Than-100-Funny-Memes-of-Bernie-Sanders-His-Awesome-Inauguration-Mittens
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Meme with a Darker Twist
● Hateful memes - target certain communities and or individuals by 

portraying them in a derogatory manner

● Misinformation memes - spread misinformation using humor

Image source: 
https://www.reddit.com/r/memes/comments/qg7ocn/vaccine_vaccine/ 

https://www.reddit.com/r/memes/comments/qg7ocn/vaccine_vaccine/
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Can AI understand Memes?
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Can AI understand Memes?
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Can AI understand Memes?
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Why is Challenging to Understand Meme?

● Multimodality - Recoginize the text and objects in the 
images

● Complex reasoning - Interaction between modalities 
(and even the reader!)

● Cultural context understanding - Recognize the cultural 
background of the objects in the meme and the 
message convey 
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Why is Challenging to Understand Meme?

● Multimodality - Recoginize the text and objects in the 
images

● Complex reasoning - Interaction between modalities 
(and even the reader!)

● Cultural context understanding - Recognize the cultural 
background of the objects in the meme and the 
message convey 

Research are done 
to advance these 

aspects!



12

Tutorial Outline

Part I
Introduction

Part II
Meme Analysis 

Methods

Part III
Hands-On with 

MATK

Part IV
Gaps & 

Opportunities

What do you 
meme?

What methods 
are available?

How to do it? What’s next?

● Overview of Internet meme 
culture (including dark scenarios)

● Research challenges in 
understanding memes

● Existing research efforts and 
directions
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Tutorial Outline

Part I
Introduction

Part II
Meme Analysis 

Methods

Part III
Hands-On with 

MATK

Part IV
Gaps & 

Opportunities

What do you 
meme?

What methods 
are available?

How to do it? What’s next?

● Meme analysis tasks such as 
meme classification and 
explanation, etc.

● Meme analysis models 
leveraging Large Language 
Models (LLMs) and Large 
Multimodal Models (LMMs)



14

Tutorial Outline

Part I
Introduction

Part II
Meme Analysis 

Methods

Part III
Hands-On with 

MATK

Part IV
Gaps & 

Opportunities

What do you 
meme?

What methods 
are available?

How to do it? What’s next?

● Hands-on session with Meme 
Analysis Tool Kit (MATK)

○ Data Preprocessing

○ Applying various meme 
analysis models for various 
tasks
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Tutorial Outline

Part I
Introduction

Part II
Meme Analysis 

Methods

Part III
Hands-On with 

MATK

Part IV
Gaps & 

Opportunities

What do you 
meme?

What methods 
are available?

How to do it? What’s next?

● Discussion on the gaps in 
existing meme analysis 
researches

● Dialogue on emerging trends 
and research opportunities
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Part II: Meme Analysis Methods
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Multimodal Memes: Images with Short Texts

Image from: https://arxiv.org/pdf/2305.13703.pdf 

https://arxiv.org/pdf/2305.13703.pdf
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Understanding Multimodal Memes

What is the 
meaning of the 

meme?

Image from: https://arxiv.org/abs/2005.04790 

https://arxiv.org/abs/2005.04790
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Understanding Multimodal Memes

Can I understand
it using its meme 

text?

Mississippi 
Wind Chimes
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Understanding Multimodal Memes

Can I understand
it using its meme 

image?

Three people hanging over 
trees
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Understanding Multimodal Memes

Joint understanding 
involving both the image 

and the text! 

The meme is comparing the 
hanged people to wind 

chimes
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Understanding Multimodal Memes

What is the related 
event?
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Understanding Multimodal Memes

The meme is comparing the hanged 
people to wind chimes

The hanged people in the image were  
died from the slaugter of black people 

in Mississippi

The meme is making joke of the slaughter of 
black people, by comparing them to wind 

chimes. The meme is hateful.
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Major Challenges: Meme Understanding
● Joint Vision-Language Understanding

○ Interactions between the image and the meme text

■ Visual metaphors

○ E.g., referring “wind chimes” to “hanged people””

● External Knowledge beyond the Meme

○ Cultural background knowledge, commonsense

○ E.g., the image is related to the slaughter of black people

● Complex reasoning

○ Reasoning across modalities; reasoning with knowledge

○ E.g., the meme is making joke of the slaughter of black people; 
it is hateful
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Initial Solutions
● Specially designed architectures for different challenges

○ Fusion mechanism: acquire vision-language understanding

○ Train models from scratch with task-specific data

Harmful Meme Detection Hateful Meme Detection
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Scarcity of Data
● Three commonly used dataset for hateful meme detection

○ Training data: less than 10k

○ Annotating large-scale datasets: expensive

● Impact

○ Overfitting to training data

○ Incapability of generalization
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Pre-trained Models

Pre-trained with large amount of data from different sources (mostly unsupervised)

Pre-trained models learn universal representations / good at generalization
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Outline
● Using PTMs for meme analysis

○ Brief introduction to PTMs

○ Utilization of PTMs: fine-tuned/frozen; a single/a composition 

○ Hateful meme detection: testbed

● Beyond classification tasks

○ Interpretation of memes

○ Counter hateful memes
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Outline
● Using PTMs for meme analysis

○ Brief introduction to PTMs

○ Utilization of PTMs: fine-tuned/frozen; a single/a composition 

○ Hateful meme detection: testbed

● Beyond classification tasks

○ Interpretation of memes

○ Counter hateful memes
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Pre-trained Language Model
● For Natrual Language Processing

● Unsupervised pre-training

Masked Language Modeling Next Word Prediction
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Pre-trained Language Model
● Transformer architectures
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Pre-trained Language Models
● Architectures of recent PT-LMs

○ Encoder-only

■ encode texts; cannot generate texts directly

○ Decoder-only

■ strong at text generation

○ Encoder-Decoder

■ powerful at natural language 

                   understanding tasks
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Pre-trained Language Model
● Instruction tuning

○ finetuning PT-LMs on a collection of datasets described via 
instructions

○ improve generalization to unseen tasks
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Pre-trained Vision-Language Model
● For Vision-Language understanding (Image-Text)

● Unsupervised pre-training

Image-Text Contrastive LearningMasked vision-language modeling

red parking
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Pre-trained Vision-Language Model
● Transformer architectures

What is the 
color of the 
car?

What is the 
color of the 
car?

red

There is …

a red car.
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Pre-trained Vision-Language Model
● Vision-Language instruction tuning

○ Fine-tuned on multiple vision-language tasks via instructions
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Outline
● Using PTMs for meme analysis

○ Brief introduction to PTMs

○ Utilization of PTMs: fine-tuned/frozen; a single/a composition 

○ Hateful meme detection: testbed

● Beyond classification tasks

○ Interpretation of memes

○ Counter hateful memes
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Power of Pre-trained Models (PT-VLMs)
● Good tuning performance with down-stream task data

○ Expressive vision-language representation

■ VisualBERT, ViLBERT, LXMERT, OSCAR, UNITER …

Tuning
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Power of Pre-trained Models (PT-VLMs)
● Good tuning performance with down-stream task data

○ Expressive vision-language representation

■ VisualBERT, ViLBERT, LXMERT, OSCAR, UNITER …

● Strong zero-shot performance with frozen pre-trained models

○ Without requiring any adaptation

■ BLIP-2, LLaVA, mPLUG-OWL, Instruct-BLIP …

Tuning Frozen
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Power of Pre-trained Models 
● Using a single model

Single
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Power of Pre-trained Models 
● Using a single model

● Using a composition of models

○ complex tasks requiring several skills

○ Hateful meme detection: visual metaphor understanding, 
comprehension of the definition of “hateful”, decoding the 
underlying meaning of hateful memes …

Single Composition
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Utilization of Pre-trained Models

Tuning Frozen

Composition

Single
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Meme Related Tasks
● Classification

○ offensive/harmful/hateful meme detection

○ protected category classification

■ vulnerable targets of hateful memes

● Generation

○ meme comprehension

○ sarcastic/hateful meme interpretation

■ decoding the underlying meaning of sarcastic/hateful memes

■ why sarcastic/hateful

○ Counter hateful memes
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Outline
● Using PTMs for meme analysis

○ Brief introduction to PTMs

○ Utilization of PTMs: fine-tuned/frozen; a single/a composition 

○ Hateful meme detection: testbed

● Beyond classification tasks

○ Interpretation of memes

○ Counter hateful memes
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Hateful Meme Detection
● Given a meme, predict whether it is hateful/non-hateful

○ hateful: attacks or uses discriminatory content targeting a 
person or a group based on their race, religion, gender, etc.

○ binary classification

○ vision-language classification task
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Prevalent Approach: Finetuning PT-VLMs
● Bridging the vision-language gap

○ Finetuning PT-VLMs with hateful meme detection data

PT-VLM
Detection

Model

Hateful Meme Detection Data



47

Prevalent Approach: Finetuning PT-VLMs
● Bridging the vision-language gap

○ Finetuning PT-VLMs with hateful meme detection data

Tuning Frozen

Composition

Single Direct Finetuning
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Limitation of Direct Fine-tunning
● Regard hateful meme detection as a general vision-language 

classification task

● Ignore task-specific characteristics

○ understanding targets/victims: important

○ meme texts and meme image: weakly aligned

No black people in the text

● Incoporate task-specific components

○ task-specific components + PTMs
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PTMs with Task-specific Components
● Tuning PTMs with task-specific components end-to-end

Tuning Frozen

Composition

Single
Direct Finetuning

Tuning with Task 
Specific Components
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Tuning with Task-Specific Components
● DisMultiHate

○ disentangle the representations of hate speech related target 
entities

Lee, Roy Ka-Wei, et al. "Disentangling hate in online memes." 
Proceedings of the 29th ACM international conference on multimedia. 2021.
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Tuning with Task-Specific Components
● Image target entity augmentation

○ Explicit mention of targets in texts: more aligned

Black people slaughter in Mississippi
Premonitions
Black people lynched 
….

Entities

● Task-specific component: target latent space

○ Force the generated joint representation (for meme image and 
text) can disentangle the target entities

○ Target aware representation
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Tuning with Task-Specific Components
● TOT: Topology-Aware Optimal Transport

○ formulate the cross-modal alignment problem as solutions for 
optimal transportation plans

cost matrix:  the pairwise costs to align each 
elements in the image and the text

Zhang, Linhao, et al. "TOT: topology-aware optimal transport for multimodal hate detection." 
Proceedings of the AAAI Conference on Artificial Intelligence. Vol. 37. No. 4. 2023.
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Tuning with Task-Specific Components
● TOT: Topology-Aware Optimal Transport

Transportation plan:  minimize the cost
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Tuning with Task-Specific Components
● TOT: Topology-Aware Optimal Transport

Aligned representation generation
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PTMs with Task-specific Components
● Tuning PTMs with task-specific components end-to-end

Tuning Frozen

Composition

Single
Direct Finetuning

Tuning with Task 
Specific Components
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Need of Background Knowledge

What is the smell 
of roses?
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PT-LM: Knowledge Base
● Pre-trained on large corpus of data

○ implicit knowledge embedded in PT-LMs

Traditional Knowledge Base PT-LMs as Knowledge Base
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Prompting PT-LMs for Knowledge!
● Meme images are not comprehensible to PT-LMs

○ use a frozen PT-VLMs for converting images to textual 
representations

PT-VLM A small red boat on 
the water.
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Prompting PT-LMs for Knowledge!
● PromptHate:

○ Hateful meme classification → Masked Language Modeling

Cao, Rui, et al. "Prompting for multimodal hateful 
meme classification." arXiv preprint 
arXiv:2302.04156 (2023).
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Prompting PT-LMs for Knowledge!
● PromptHate:

○ Hateful meme classification → Masked Language Modeling

○ Two demonstrations: contextual information
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Prompting PT-LMs for Knowledge!
● PromptHate:

○ Hateful meme classification → Masked Language Modeling

○ Two demonstrations: contextual information

○ Prompt PT-LMs: leverage implicit knowledge
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PTMs with Task-specific Components
● Tuning PTMs with task-specific components end-to-end

Tuning Frozen

Composition

Single
Direct Finetuning

Tuning with Task 
Specific Components

PromptHate
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PTMs with Task-specific Components
● Tuning PTMs with task-specific components end-to-end

Tuning Frozen

Composition

Single
Direct Finetuning

Tuning with Task 
Specific Components

PromptHate
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Why not Direct Zero-shot?
● Strong zero-shot performance on vision-language tasks

VQA SOTA 2018 (test-std)
fully supervised: 443,757 questions 

Zero-shot VQA performance
BLIP-2 (2023)
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Why not Direct Zero-shot?
● Nearly random guess

○ AUCROC < 60%; Accuracy near 50%
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Harness the Power of PT-VLMs
● Increasing size: expensive tuning

○ size of LLMs; same tendency in PT-VLMs



67

Harness the Power of PT-VLMs
● Facilitate a sub-step in hateful meme detection

Tuning Frozen

Composition

Single
Direct Finetuning

Tuning with Task 
Specific Components

Facilitate Sub-steps
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Recall PromptHate
● Frozen PT-VLM: image-to-text conversion

○ sub-step: image content understanding

PT-VLM A small red boat on 
the water.
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Limitation of PromptHate
● Generic image captions

○ omit crucial details: race, gender, etc. 

● Heavily rely on additional image tags: payable
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Probing-based Captioning with Frozen PT-VLMs

● A set of probing questions

○ Related common vulnerable targets in hateful content

Cao, Rui, et al. "Pro-cap: Leveraging a frozen vision-language 
model for hateful meme detection." Proceedings of the 31st 
ACM International Conference on Multimedia. 2023.
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Probing-based Captioning with Frozen PT-VLMs

● A set of probing questions

○ Related common vulnerable targets in hateful content

● Generate hateful content-related captions
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Probing-based Captioning with Frozen PT-VLMs

● A set of probing questions

○ Related common vulnerable targets in hateful content

● Generate hateful content-related captions

○ Facilitate hateful meme detection

PromptHate
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Performance of Pro-Cap
● PromptHate with Pro-Cap surpasses basic PromptHate significantly

● PromptHate with Pro-Cap achieves comparable performance to 
that with additional image tags (payable) 

with tags
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Utilizing Frozen PT-LMs
● Facilitate the rationales of hateful memes

○ distill rationales from Chat-GPT to smaller models

○ incorporate rationale generation into hateful meme detection

Lin, Hongzhan, et al. "Beneath the surface: Unveiling harmful memes with multimodal 
reasoning distilled from large language models." arXiv preprint arXiv:2312.05434 (2023).
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Harness the Power of PTMs
● Facilitate a sub-step in hateful meme detection

Tuning Frozen

Composition

Single
Direct Finetuning

Tuning with Task 
Specific Components

Facilitate Sub-steps
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Memes Tied to Evolving Events
● The dynamic nature of memes

○ hateful memes tied to evolving events

■ COVID-19, US president election …



77

Fully Supervised?
● Impractical to annotate sufficient training examples

○ Evolving events

● Hateful meme detection in the low-resource setting

○ Zero-shot: PT-VLMs near random guess

○ Few-shot: also near random guess

■ performance on three benchmarks
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Inspiration from Triathlon
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Harness the Power of PTMs
● Composition of models 

○ Tuned PTMs, each capable of an essential reasoning skill in 
hateful meme detection

Tuning Frozen

Composition

Single
Direct Finetuning

Tuning with Task 
Specific Components

Facilitate Sub-steps

Tuned models with 
essential capabilities
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Essential Reasoning Skills
● HMD: three levels of reasoning skills

Skill Expect Output

Distinguish between Hateful/Non-hateful Hateful

Elaboration of meme message (Visual 
metaphor understanding, multimodal 
interaction)

The meme is comparing hanged people to 
wind chimes.

Decoding the unlying meaning of hateful 
memes (Reasoning, background cultural 
knowledge)

The meme is making joke of the slaughter of 
black people by comparing hanged black 
people to wind chimes. Therefore, the meme 
is hateful towards black people.
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Modularized Networks 

Cao, Rui, Roy Ka-Wei Lee, and Jing Jiang. "Modularized Networks for 
Few-shot Hateful Meme Detection." arXiv preprint arXiv:2402.11845 
(2024).

Essential skill acquisition Learning a composer
Modularized network

 construction
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Future Direction
● Composition of frozen PTMs

○ decompose complex tasks into sub-tasks

○ assign sub-tasks to proper PTMs without requiring tuning

Tuning Frozen

Composition

Single
Direct Finetuning

Tuning with Task 
Specific Components

Facilitate Sub-steps

Tuned models with 
essential capabilities
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Coffee Break :)



84

Outline
● Using PTMs for meme analysis

○ Brief introduction to PTMs

○ Utilization of PTMs: fine-tuned/frozen; a single/a composition 

○ Hateful meme detection: testbed

● Beyond classification tasks

○ Interpretation of memes

○ Counter hateful memes
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Interpretation of Hateful Memes
● Decoding the underlying meaning of hateful memes

○ why the meme is hateful

○ complex reasoning, background cultural knowledge…

The meme is making joke of the slaughter of black people by comparing 

hanged black people to wind chimes. Therefore, the meme is hateful 

towards black people.
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Interpretation of Hateful Memes
● Harness PT-LMs (LLMs) for interpretation

○ harness the reasoning capability and knowledge in LLMs

Lin, Hongzhan, et al. "Beneath the surface: Unveiling harmful memes with multimodal 
reasoning distilled from large language models." arXiv preprint arXiv:2312.05434 (2023).
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Counter Hateful Memes
● Converting a hateful meme to be non-hateful

○ Only one piece of work!

Van, Minh-Hao, and Xintao Wu. "Detecting and correcting hate speech in multimodal 
memes with large visual language model." arXiv preprint arXiv:2311.06737 (2023).

● Changing meme texts only

○ with the help of LLMs
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Under Investigated …
● Interpretation of memes

○ Post-hoc/Ad-hoc explainable models

● Debiasing of detection models

○ e.g., biased towards certain groups in the image

● Correcting hateful memes
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Part III Hands-On with MATK
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Table Of Content

DATA PREPROCESSING

01

Go through the approaches to prepare the memes, 
such as extracting useful information and cleaning 

text from memes

CREATE CONFIGS

02

Creating model and dataset configurations to 
facilitate the model training and inference

RUNNING EXPERIMENTS

03

Select the right hyper-parameters such as 
learning rate and dropout rate

MODEL ANALYSIS

04

Analyzing the model’s classification decisions
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How
can I train a model
for hateful meme 

detection?

Understanding Meme Features

Avatar Generated from DALLE
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Understanding Meme Features

A meme
is comprised of
text and image

information

Sexist MemeAvatar Generated from DALLE



93

Understanding Meme Features

Sexist Meme
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Understanding Meme Features

Sexist Meme

TEXT OVERLAY

01

“Look at this sandwich maker club”
“i found on wish on clearance”
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Understanding Meme Features

Sexist Meme

TEXT OVERLAY

01

“Look at this sandwich maker club”
“i found on wish on clearance”

WEB ENTITIES

02

- Woman
- Sandwich
- Kitchen
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Understanding Meme Features

Sexist Meme

TEXT OVERLAY

01

“Look at this sandwich maker club”
“i found on wish on clearance”

WEB ENTITIES

02

- Woman
- Sandwich
- Kitchen

IMAGE CAPTION

03

“a woman making sandwich in 
the kitchen”
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Understanding Meme Features

Sexist Meme

TEXT OVERLAY

01

“Look at this sandwich maker club”
“i found on wish on clearance”

WEB ENTITIES

02

- Woman
- Sandwich
- Kitchen

IMAGE CAPTION

03

“a woman making sandwich in 
the kitchen”

IMAGE FEATURES

04

Image coordinates or bounding 
box features for various 

entities
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Understanding Meme Features

Sexist Meme

CLEANING MEME

05

Creating meme without 
text overlays
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How 
can I perform these
data preprocessing 

steps?

Sounds “So Chim” (Complicated)…

Avatar Generated from DALLE
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MATK: Meme Analytical Tool Kit

ACM’MM 2023 (Open-Source Track) - MATK: The Meme Analytical Tool Kit
Ming Shan Hee, Aditi Kumaresan, Nguyen Khoi Hoang, Nirmalendu Prakash, Rui Cao, and Roy Ka-Wei Lee.
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Centralized GitHub repository for several meme datasets and 
vision-language models
● Help with model reproducibility efforts 

● Conserve time & effort in adapting codebase meant for other purposes.

MATK: Meme Analytical Tool Kit
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Centralized GitHub repository for several meme datasets and 
vision-language models
● Help with model reproducibility efforts 

● Conserve time & effort in adapting codebase meant for other purposes.

Main Building Blocks

MATK: Meme Analytical Tool Kit
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MATK: Meme Analytical Tool Kit
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MATK: Meme Analytical Tool Kit
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MATK: Meme Analytical Tool Kit
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Blackbox Post-Hoc Model Explainability

MATK provides out-of-the-box model analysis tool that derive insights 
into model’s performance through 

- (a) perturbation-based and

- (b) gradient based techniques

Integrated Gradient on 
Encoder-Decoder Model

LIME Analysis 
on Vision-Language Models
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LIME Analysis

LIME constructs a surrogate linear regression model to approximate 
black-box predictions on one observation and neighborhood of the 
observation. 

It generates random data perturbations into the machine learning 
model and tests what happens to the predictions, using this perturbated 
data as a training set instead of using the original training data.
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Support Datasets

S/N Paper #Memes Class 

1 Facebook’s Hateful Memes 
(FHM)

10,000 ● Hateful/Non-Hateful

2 Facebook’s Fine-Grained 
Hateful Memes (FHM-FG)

10,000 ● Hateful/Non-Hateful
● Protected Category
● Protected Attack

3 Multimedia Automatic 
Misogyny Identification 
(MAMI)

10,000 ● Misogyny/Non-Misogyny
● Type of Misogyny

4 Harmful Meme 
(HarMeme, Harm-C)

3,544 ● Harmful/Non-Harmful
● Target Identification

5 Harmful Meme - Politics
(Harm-P)

3,470 ● Harmful/Non-Harmful
● Target Identification
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Support Models & Datasets

Category Model

Text-Based

T5

Flan-T5

BART

RoBERTa

PromptHate

Vision-Language

VisualBERT

LXMERT

FLAVA
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Future Development

● PEFT integration for LLMs and VLMs

○ LLaMA-3

○ LLaVA-1.6

○ …
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Future Development

● PEFT integration for LLMs and VLMs

○ LLaMA-3

○ LLaVA-1.6

○ …

● More dataset support

○ RUHate-MM (Russia Ukraine Hate)

○ TotalDefMeme
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Future Development

● PEFT integration for LLMs and VLMs

○ LLaMA-3

○ LLaVA-1.6

○ …

● More dataset support

○ RUHate-MM (Russia Ukraine Hate)

○ TotalDefMeme

We would like to hear your feedback on what will be
● What will be the most exciting feature you would like to see?
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Future Development

● PEFT integration for LLMs and VLMs

○ LLaMA-3

○ LLaVA-1.6

○ …

● More dataset support

○ RUHate-MM (Russia Ukraine Hate)

○ TotalDefMeme

We would like to hear your feedback on what will be
● What will be the most exciting feature you would like to see?

● Do you have any comments on how can we improve the current library?
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Part IV Gaps & Opportunities
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Major Challenges & Limitations
● Complex abstraction 

○ Overlapping snippets, patterned text and irony, sarcasm, 
metaphorical content, or implicit harm pose non-triviality 
[Chandra et al., 2021, Tuters and Hagen, 2020].

○ Sexist memes promote casual sexism, disguised as 
humor, irony, sarcasm, and mockery [Siddiqi et al., 2018]

● Subjectivity in annotation

○ Harmful memes violate one’s logic and rational thought.

○ Study: Uninitiated annotators incorrectly marked memes 
as offensive, simply if their sentiments were hurt 
[Suryawanshi et al., 2020a].

○ Study: Crowd-sourced workers agreed only 23% of the 
time, while domain experts 77% for the misogynistic 
memes [Gasparini et al., 2021].

Symbol used for anti-semitism 
[Tuters and Hagen, 2020]

Image sources:
https://external-preview.redd.it/mE3ZwDDieWaaBU7oVgEDU8uCT73r47b-GCiBW8rWdZk.jpg?auto=webp&s
=14efd7b2e7640b9cc4e0d0c0933220fd369cbde7
https://gumlet.assettype.com/thebridgechronicle%2F2021-05%2F7556d9d0-d287-4def-826f-420eb80304ab%
2FHero_Elf4IhEXUAApPJQ.jpeg?auto=format%2Ccompress&format=webp&w=400&dpr=2.6

https://external-preview.redd.it/mE3ZwDDieWaaBU7oVgEDU8uCT73r47b-GCiBW8rWdZk.jpg?auto=webp&s=14efd7b2e7640b9cc4e0d0c0933220fd369cbde7
https://external-preview.redd.it/mE3ZwDDieWaaBU7oVgEDU8uCT73r47b-GCiBW8rWdZk.jpg?auto=webp&s=14efd7b2e7640b9cc4e0d0c0933220fd369cbde7
https://gumlet.assettype.com/thebridgechronicle%2F2021-05%2F7556d9d0-d287-4def-826f-420eb80304ab%2FHero_Elf4IhEXUAApPJQ.jpeg?auto=format%2Ccompress&format=webp&w=400&dpr=2.6
https://gumlet.assettype.com/thebridgechronicle%2F2021-05%2F7556d9d0-d287-4def-826f-420eb80304ab%2FHero_Elf4IhEXUAApPJQ.jpeg?auto=format%2Ccompress&format=webp&w=400&dpr=2.6
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Major Challenges & Limitations
● Inadequate solutions 

○ Too much reliance on hand-crafted features like low-level 
grey-scaling, color, photographic, and semantic features, 
along with ineffective modelling [Fersini et al., 2019].

○ pHash, used for detecting famous personalities and viral 
visual artefacts like Pepe the frog and happy merchant 
memes, insufficient [McSwiney et al., 2021].

○ Capturing the complex visual role-play along with 
higher-order abstract feature learning critical to modeling 
memetic dynamics [Zannettou et al., 2020].

Image sources:
https://encrypted-tbn0.gstatic.com/images?q=tbn:ANd9GcQiTWA1kRcrVneF3f6sn1_sUz4ymL5oVQWDCGohBDU6f7-TbxFExxbBy
NyO8ZYPWkc9dfA&usqp=CAU
https://ammarjaved.com/storage/posts/what-is-computer-vision-applications-of-computer-vision.png
https://upload.wikimedia.org/wikipedia/commons/thumb/9/9d/KnowledgeGraph.png
https://www.asksid.ai/wp-content/uploads/2021/02/an-introduction-to-natural-language-processing-with-python-for-seos-5f3519eeb
8368.png/1200px-KnowledgeGraph.png

https://encrypted-tbn0.gstatic.com/images?q=tbn:ANd9GcQiTWA1kRcrVneF3f6sn1_sUz4ymL5oVQWDCGohBDU6f7-TbxFExxbByNyO8ZYPWkc9dfA&usqp=CAU
https://encrypted-tbn0.gstatic.com/images?q=tbn:ANd9GcQiTWA1kRcrVneF3f6sn1_sUz4ymL5oVQWDCGohBDU6f7-TbxFExxbByNyO8ZYPWkc9dfA&usqp=CAU
https://ammarjaved.com/storage/posts/what-is-computer-vision-applications-of-computer-vision.png
https://upload.wikimedia.org/wikipedia/commons/thumb/9/9d/KnowledgeGraph.png
https://www.asksid.ai/wp-content/uploads/2021/02/an-introduction-to-natural-language-processing-with-python-for-seos-5f3519eeb8368.png/1200px-KnowledgeGraph.png
https://www.asksid.ai/wp-content/uploads/2021/02/an-introduction-to-natural-language-processing-with-python-for-seos-5f3519eeb8368.png/1200px-KnowledgeGraph.png
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Major Challenges & Limitations
● Inadequate solutions  (continued…)

○ Over-dependence on specific data preprocessing techniques [Kumar, 2021].

○ Difficulties with the applicability of findings and methodologies across different 
languages or contexts [Alam, 2022].

○ Difficulties in model generalization to new or unseen types of data [Van, 2023].

○ Reliance on pre-trained architectures which may not generalize well [Mishra, 2023].

○ Problems with overfitting and the need for better tuning strategies [Paraschiv, 2022].
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Major Challenges & Limitations
● Issues with the recent advancements (in large multimodal models)

○ Hallucinations (see MiniGPT4 [Zhu, 2023] vs GPT4 [OpenAI, 2023 vs llava-next-72b 
[Li, 2024] responses in next slide).

○ Lack of inherent knowledge and cultural context.

○ Inaccurate detection of implications due to word play, and multimodal incongruities.

○ Inaccurate parsing of multiple layers (visual and semantic) in memes.

○ Inconsistent multimodal inference (or weak visual integration) (see MiniGPT4 vs GPT4 
vs MiniGPT-v2 [Chen, 2023] responses in later slide).

Image sources:
https://t3.ftcdn.net/jpg/06/14/01/52/360_F_614015247_EWZHvC6AAOsaIOepakhyJvMqUu5tpLfY.jpg

https://t3.ftcdn.net/jpg/06/14/01/52/360_F_614015247_EWZHvC6AAOsaIOepakhyJvMqUu5tpLfY.jpg
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Major Challenges & Limitations

Image sources:
https://t3.ftcdn.net/jpg/06/14/01/52/360_F_614015247_EWZHvC6AAOsaIOepakhyJvMqUu5tpLfY.jpg

Hallucinated content shown in red highlights for model responses. Even minor hallucinations like “still 
from a movie/TV show” (in GPT4 and llava-next-72b), might mislead a model for the inherent criticality.

https://t3.ftcdn.net/jpg/06/14/01/52/360_F_614015247_EWZHvC6AAOsaIOepakhyJvMqUu5tpLfY.jpg
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Major Challenges & Limitations

Image sources:
https://t3.ftcdn.net/jpg/06/14/01/52/360_F_614015247_EWZHvC6AAOsaIOepakhyJvMqUu5tpLfY.jpg

Comparison of the responses for a joint - answer prediction and explanation 
generation for multimodal hate, using the prompt shown on left side of the slide.

https://t3.ftcdn.net/jpg/06/14/01/52/360_F_614015247_EWZHvC6AAOsaIOepakhyJvMqUu5tpLfY.jpg
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Major Challenges & Limitations
● Data Handling and Quality Issues

○ Challenges in handling noisy data from OCR [Nandi, 2022; Mahran,2022].

○ Limitations due to unbalanced classes and specific dataset characteristics (e.g., limited 
size, language specificity) [Paraschiv, 2022].

○ Issues with high dimensionality and computational demand [Kumar, 2021].

○ Rich set of features and meta-data, characterizing memes, needs datasets large 
enough to enable generalization [Al-Natour, 2021], which is typically scarce.

○ Keyword-based platform-dependent memes collection biases the sample space, 
over-representing typical memetic characteristics [Fairchild, 2020].
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Major Challenges & Limitations
● Rapid evolution

○ Harmful memes evolve 
quickly, while devising safety 
passages over the security 
frameworks.

○ Humans generally good at 
understanding new harmful 
concepts quickly, which AI 
systems struggle with [Wang 
et al., 2020].

○ Crucial to advance multimodal 
FSL for quick adaptation 
[Tsimpoukelli et al., 2021].

Image source: Harmful content can evolve quickly. Our new AI system adapts to tackle it. (facebook.com)

https://ai.facebook.com/blog/harmful-content-can-evolve-quickly-our-new-ai-system-adapts-to-tackle-it/
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Major Challenges & Limitations
● Contextualization 

○ Meme’s background context may span over multiple 
levels of abstraction encompassing common sense, 
factual, cultural and situational knowledge [Shang et al., 
2021a; Zhu, 2020; Sabat et al., 2019].

● Platform restrictions 

○ Anonymity has obscured racial integrity and 
accountability, thus complicating harmful discourse 
analysis [Dickerson, 2016].

○ Studying content evolution on an actively evolving 
community like Gab, using Hawkes process, 
under-estimates implications [Zannettou et al., 2020].

Image sources:
https://th.bing.com/th/id/OIP.-QogGzO2esZfWRoN9TyriAAAAA?pid=ImgDet&rs=1
https://images.news18.com/ibnlive/uploads/2020/05/1590926604_anonymous-minneapolis-pd-video-messa
ge-facebook-may-29.jpg

https://th.bing.com/th/id/OIP.-QogGzO2esZfWRoN9TyriAAAAA?pid=ImgDet&rs=1
https://images.news18.com/ibnlive/uploads/2020/05/1590926604_anonymous-minneapolis-pd-video-message-facebook-may-29.jpg
https://images.news18.com/ibnlive/uploads/2020/05/1590926604_anonymous-minneapolis-pd-video-message-facebook-may-29.jpg
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Major Challenges & Limitations
● Identifying real instigators of harm 

○ Poe’s law: Differentiation between online satire and extremism not possible without 
critical understanding of the user’s intent [Greene, 2019].

○ Regulatory bodies struggle to distinguish anti-democracy extremists from 
anti-democratic alt-right factions [Askanius, 2021].

○ Caution advised while associating alt-right with culture. Alt-right is a historical 
phenomenon that leverages culture as a tool for its propagation [Dafaure, 2020].

Image source: https://i.imgflip.com/1ntwo2.jpg

https://i.imgflip.com/1ntwo2.jpg
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Future Forecasting 

Image source: https://i.imgflip.com/1ntwo2.jpg

https://i.imgflip.com/1ntwo2.jpg
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