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Background: Social Manipulation

● Social Manipulators within misinformation campaigns strategically 
manipulate public opinion on targeted topics by amplifying specific 
narratives and conspiracies.

“Russia's Twitter Trolls” from Statista. https://www.statista.com/chart/14945/russia-twitter-trolls/
Sharma, Karishma, et al. "Identifying coordinated accounts on social media through hidden influence and group behaviours." Proceedings of the 27th ACM 
SIGKDD Conference on Knowledge Discovery & Data Mining. 2021. 



Background: Social Manipulation and Misinformation Campaign

● Misinformation campaigns exploit online platforms to spread fake news, 
particularly during times of uncertainty, shaping public opinion, e.g.
○ Presidential Election.

Martin Armstrong.  “Fake News is a Real Problem” from Statista, https://www.statista.com/chart/6795/fake-news-is-a-real-problem/
Matthew Hindman, Vlad Barash. "Disinformation, 'fake news'and influence campaigns on Twitter”. Knight Foundation, 2018. 

https://apo.org.au/person/195611
https://apo.org.au/person/195621


Background: Social Manipulation and Misinformation Campaign

● Misinformation campaigns exploit online platforms to spread fake news, 
particularly during times of uncertainty, shaping public opinion, e.g.
○ Pandemic of COVID-19.

Sharma, Karishma, et al. "Covid-19 on social media: Analyzing misinformation in twitter conversations." arXiv preprint arXiv:2003.12309 (2020). 
Sarah Darmanjian. “Myths about COVID-19 vaccines debunked”. News 10, ABC



Background: Societal Impact of Misinformation and Manipulation

● The widespread fake news and social-manipulation contents have made 
substantial impacts on social-media users’ opinions, beliefs and behaviors:

Martin Armstrong.  “Belief in Conspiracy Theories in the United States” from Statista. https://www.statista.com/chart/18196/belief-in-conspiracy-theories-in-the-united-states/
Sharma, Karishma, et al. "Identifying coordinated accounts on social media through hidden influence and group behaviours." Proceedings of the 27th ACM SIGKDD Conference 
on Knowledge Discovery & Data Mining. 2021. 



Background: Large Models are Challenging the Online Credibility

More Powerful 
Social Bots for 
Manipulation

More Efficiency 
in  Documenting 

Fake News 

Easier Creation of 
Highly Deceptive 
Misinformation 



Tutorial Topics

● Manipulator Detection on Social Media
○ Detection of Social Manipulators (Social Bots)

○ LLM-based Detection of Social Manipulators 

○ LLM-Inspired Collective Detection of Manipulator Campaigns

● Understanding the Causal Impact of Misinformation
○ Basic Introduction to Causal Inference and its Applications on Social Media

○ Causal Understanding on Misinformation Campaign Behavior

● LLM-based Misinformation Detection
○ Prompting and Reasoning Strategy for Misinformation Detection

○ LLM-based Multimodal Misinformation Detection



Manipulator Detection 
on Social Media

● Detection of Social 
Manipulators

● LLM-based Social Manipulator 
Detection 

● LLM-Inspired Collective Detection 
of Manipulator Campaigns



Detection of Social Manipulators

In detection of social manipulators, we 
formulate this task as a supervised 
classification task, where each individual 
account is labeled as “Normal” and 
“Manipulator”. Our target is to learn a 
classifier to predict the labels for all 
accounts given its features.

Interface of BotorNot, the most famous 
social bot detection API

Davis, Clayton Allen, et al. "Botornot: A system to evaluate social bots." Proceedings of the 25th international conference companion on world wide web. 2016.



Features for Manipulator Detection 

To classify social manipulators, we need to construct account features to 
capture useful information. The useful types of information include:

Classical Features: Metadata 
and Linguistic Cues

Structural Features: Features 
from Friends and Followers

Activity Traces: Patterns of 
Activity Time Series

Hays, Chris, et al. "Simplistic collection and labeling practices limit the utility of benchmark datasets for Twitter bot detection." Proceedings of the ACM web conference 2023. 2023.
Peng, Huailiang, et al. "Domain-aware federated social bot detection with multi-relational graph neural networks." 2022 International Joint Conference on Neural Networks (IJCNN). IEEE, 2022.



Classical Features: Metadata and Language

To classify individual accounts, we need to construct account features to 
capture useful information. The useful types of information include:

● Metadata: e.g., statistics of activities, interests and IP address 

Yang, Kai-Cheng, et al. "Scalable and generalizable social bot detection through data selection." Proceedings of 
the AAAI conference on artificial intelligence. Vol. 34. No. 01. 2020.



Classical Features: Metadata and Language

To classify individual accounts, we need to construct account features to 
capture useful information. The useful types of information include:

● Metadata: e.g., statistics of activities, 
interests and IP address 

● Linguistic Cues: e.g., statistics of word 
usage and grammar errors 

Wagner, Claudia, et al. "When social bots attack: Modeling susceptibility of users in online social networks." # 
MSM. 2012.



Classical Features: Metadata and Language

To classify individual accounts, we need to construct account features to 
capture useful information. The useful types of information include:

● Metadata: e.g., statistics of activities, 
interests and IP address 

● Linguistic Cues: e.g., statistics of word 
usage and grammar errors 

● Content Representation: e.g., hidden state 
extracted by neural networks (e.g., LSTM)

Kudugunta, Sneha, and Emilio Ferrara. "Deep neural networks for bot detection." Information Sciences 467 
(2018): 312-322.



Structural Features: Features of Neighbors

In addition to the accounts’ own features, it is also important to model their 
neighbor’s features based on the graph structure of social networks:

Feng, Shangbin, et al. "Twibot-22: Towards graph-based twitter bot detection." Advances in Neural Information 
Processing Systems 35 (2022): 35254-35269.

Show me who your friends are and I'll tell you who you are
————Socrates



Structural Features: Features of Neighbors

In addition to the accounts’ own features, it is also important to model their 
neighbor’s features based on the graph structure of social networks:

● Relationship Graph: The graph defined on 
the metadata, e.g., following and friends

Feng, Shangbin, et al. "Twibot-22: Towards graph-based twitter bot detection." Advances in Neural Information 
Processing Systems 35 (2022): 35254-35269.

Show me who your friends are and I'll tell you who you are
————Socrates



Structural Features: Features of Neighbors

In addition to the accounts’ own features, it is also important to model their 
neighbor’s features based on the graph structure of social networks:

● Relationship Graph: The graph defined on 
the metadata, e.g., following and friends

● Interaction Graph: The graph defined on 
activity interactions, such as retweet.

Feng, Shangbin, et al. "Twibot-22: Towards graph-based twitter bot detection." Advances in Neural Information 
Processing Systems 35 (2022): 35254-35269.

Show me who your friends are and I'll tell you who you are
————Socrates



Structural Features: Features of Neighbors

A typical strategy to use structural features for social manipulator detection is 
to first extract classical features for all accounts on the graph and then use 
graph neural networks (GNN) to propagate the features on the graph:

Feng, Shangbin, et al. "BotRGCN: Twitter bot detection with relational graph convolutional networks." Proceedings of the 
2021 IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining. 2021.



Structural Features boosts Classical Features 

Existing benchmarking works have shown that structural features significantly 
boost performance of classical features (i.e., metadata+text)

Feng, Shangbin, et al. "Twibot-22: Towards graph-based twitter bot detection." Advances in Neural Information Processing 
Systems 35 (2022): 35254-35269.



Activity Features: Information from Time Series

In addition to classical features and structural features, recent advances in 
deep-learning time series analysis make it possible to directly extract features 
from raw time series data of account activity:

● Temporal Pattern Features: Using 
Statistical Learning or Deep Neural
Networks to encode time series as
features

Mazza, Michele, et al. "Rtbust: Exploiting temporal patterns for botnet detection on twitter." Proceedings of the 
10th ACM conference on web science. 2019.



Activity Features: Information from Time Series

In addition to classical features and structural features, recent advances in 
deep-learning time series analysis make it possible to directly extract features 
from raw time series data of account activity:

● Intention Features: Using Inverse
Reinforcement Learning to infer the 
Rewards that drives the accounts’ 
activities (i.e., the Intention of the
 account)

Luceri, Luca, Silvia Giordano, and Emilio Ferrara. "Detecting troll behavior via inverse reinforcement learning: A case study of russian 
trolls in the 2016 us election." Proceedings of the international AAAI conference on web and social media. Vol. 14. 2020.



Activity Features: Inverse Reinforcement Learning

Given an agent and its action trajectory 
T=[(S1,A1),(S2,A2),...], Inverse Reinforcement 
Learning aims at learning its reward function:

The function can be learned by maximizing 
the following objective function:

Luceri, Luca, Silvia Giordano, and Emilio Ferrara. "Detecting troll behavior via inverse reinforcement learning: A case study of russian 
trolls in the 2016 us election." Proceedings of the international AAAI conference on web and social media. Vol. 14. 2020.

Personalized 
parameters

Shared  parameters



Manipulator Detection 
on Social Media

● Detection of Social Manipulators

● LLM-based Social 
Manipulator Detection 

● LLM-Inspired Collective Detection 
of Manipulator Campaigns



Social Manipulator Detection in LLM Era

The recent advances of Large Language Model  have brought both opportunities 
and challenges for Social Manipulator (Bot) Detection:

● Opportunities: The SOTA LLM like ChatGPT can significantly boost the 
effectiveness of detection to social manipulators, such as social bot
○ Classical Features and Structural Features can be easily organized as 

natural language data and forwarded into LLM for in-context learning 
or instructional tuning

● Challenges: LLM can significantly boost the deceptiveness of social 
manipulators, especially social bots

Feng S, Wan H, Wang N, et al. What Does the Bot Say? Opportunities and Risks of Large Language Models in Social Media Bot 
Detection[J]. arXiv preprint arXiv:2402.00371, 2024.



Opportunities: Manipulator Detection via LLM
We can easily convert metadata, 
text information and structure 
information as context of 
natural language and forward 
them to LLM for manipulator 
detection through:

● In-Context Learning: 
Providing few-shot 
samples as context

● Instructional Tuning: 
fine-tune the parameters 
for detection

Feng S, Wan H, Wang N, et al. What Does the Bot Say? Opportunities and Risks of Large Language Models in Social Media Bot 
Detection[J]. arXiv preprint arXiv:2402.00371, 2024.



Opportunities: Manipulator Detection via LLM

Feng S, Wan H, Wang N, et al. What Does the Bot Say? Opportunities and Risks of Large Language Models in Social Media Bot 
Detection[J]. arXiv preprint arXiv:2402.00371, 2024.



Challenges: Manipulators Boosted by LLM
Unfortunately, manipulators 
can also use similar way to 
convert LLM as their 
assistant. Specifically, they 
have two strategies:

1. They can use LLM to 
manipulate the text 
contents

2. They can use LLM to 
help them manipulate 
the structure of 
manipulators

Feng S, Wan H, Wang N, et al. What Does the Bot Say? Opportunities and Risks of Large Language Models in Social Media Bot 
Detection[J]. arXiv preprint arXiv:2402.00371, 2024.



Challenges: Manipulators Boosted by LLM

Feng S, Wan H, Wang N, et al. What Does the Bot Say? Opportunities and Risks of Large Language Models in Social Media Bot 
Detection[J]. arXiv preprint arXiv:2402.00371, 2024.

The authors evaluated LLM in 
manipulating classical models 
and LLM-boosted detectors:

1. To classical detectors, 
LLM-based manipulation 
is highly deceptive

2. To LLM-based detector, 
the manipulation from 
another LLM (e.g., use 
LLaMa to fool ChatGPT) 
is more effective than the 
manipulation from itself



Roadmaps: What can we do for future?

To address the new challenges from LLM, we can attempt the following 
directions of research efforts:

● Develop Detectors towards AI-Manipulated Contents:

The experiment results from [Feng et,al, 2024] have shown that 
LLM-based detector are robust to the manipulation from their own 
backbone. This suggests the probability to develop more powerful 
detectors by first recognizing the LLM used by the manipulators use and 
then tackle the account accordingly

Challenge: How to recognize the LLM used by the manipulators?



Roadmaps: What can we do for future?

To address the new challenges from LLM, we can attempt the following 
directions of research efforts:

● Aggregate Activity Features into LLM-based detector:

Compared to classical features and structural features, activity features 
is harder to manipulate. Malicious accounts can quickly spread 
misinformation because they show more definite characteristics, as 
opposed to more randomized actions from the normal accounts. If they 
change their activity features, their efficiency and effectiveness will also 
decrease.

Challenge: How to capture time-series features with LLM?



Capture Time-Series Features with LLM

There have been a lot of research attempt trying to incorporate LLM with 
capacity in tackling time series:

● Fine-tuning LLM to accept Time-Series as Input:
a. Fine-tuning Whole Model: TEMPO[Cao et,al, 2024] One-fits-all 

(GPT-2) [Zhou et, al, 2023]
b. Only fine-tuning embedding layers: FreqTST [Li et, al, 2024]

● Convert Time-Series to Formats compatible to LLM or Large 
Multimodal models:
a. Convert Time Series as Images and apply Vision Transformers as 

encoder: ViTST [Li et, al, 2023], PandaGPT [Su et, al, 2024]
b. Convert Time Series as Text: PromptCast [Xue and Salim, 2022], 

TimeLLM [Jin et, al, 2024]



Manipulator Detection 
on Social Media

● Detection of Social Manipulators
● LLM-based Social Manipulator 

Detection 

● LLM-Inspired Collective 
Detection of Manipulator 
Campaigns



Detection of Coordinated Manipulators 

● Task Definition: Detecting malicious accounts collaborating on social media 
to expand influence

● Existing works mainly rely on domain knowledge to construct interaction 
graphs for clustering to identify coordinated groups



Detection of Coordinated Manipulators 

● For example, a typical strategy is to evaluate users’ activity trace overlap. 
We define two events as equivalent event pairs if:

● Then the similarity of two users can be defined as:

● However, such methods generally suffer from poor expressive power and 
reliance on the prior-knowledge

Cao, Qiang, et al. "Uncovering large groups of active malicious accounts in online social networks." Proceedings of the 2014 ACM 
SIGSAC conference on computer and communications security. 2014.



Learning Representation for Coordination Detection

Sharma, Karishma, et al. "Identifying coordinated accounts on social media through hidden influence and group behaviours." 
Proceedings of the 27th ACM SIGKDD Conference on Knowledge Discovery & Data Mining. 2021.

Account Representation

@...... �� ��

...@... �� ��

Observed Activity Traces



LLM-Inspired Representation Learning

Sharma, Karishma, et al. "Identifying coordinated accounts on social media through hidden influence and group behaviours." 
Proceedings of the 27th ACM SIGKDD Conference on Knowledge Discovery & Data Mining. 2021.

Time(u3,t3)(u2,t2)(u1,t1)

A piece of 
information 
is posted

@...... ��

We notice the similarity between next-token-prediction language modeling and 
activity traces: Token = User, Positional Encoding = Time



AMDN: Attentive Mixture Distribution Networks

Sharma, Karishma, et al. "Identifying coordinated accounts on social media through hidden influence and group behaviours." Proceedings of the 27th ACM 
SIGKDD Conference on Knowledge Discovery & Data Mining. 2021
Oleksandr Shchur, Marin Biloš, and Stephan Günnemann. Intensity-free learning of temporal point processes. In ICLR 2020.

Masked Self-Attention Encoder ensure 
capturing long-term influence while outputting 
attention weights as influence score

Gaussian-Mixture Distribution 
Decoder guarantee universal 
approximation to any continuous 
distributions while providing 
closed-form likelihood



HAGE: Hidden Account Group Estimation

Sharma, Karishma, et al. "Identifying coordinated accounts on social media through hidden influence and group behaviours." Proceedings of the 27th ACM 
SIGKDD Conference on Knowledge Discovery & Data Mining. 2021

Normal Community

Anomaly Coordination

Simultaneously, we can jointly learn the membership of the accounts based on a 
GMM model learnt in the user (token) embedding space:



LLM-Inspired Representation Learning

Sharma, Karishma, et al. "Identifying coordinated accounts on social media through hidden influence and group behaviours." Proceedings of the 27th ACM 
SIGKDD Conference on Knowledge Discovery & Data Mining. 2021

The authors evaluated the performance of the model on a dataset about 
misinformation campaigns on social media during U.S. Election:



LLM-Inspired Representation Learning

Sharma, Karishma, et al. "Identifying coordinated accounts on social media through hidden influence and group behaviours." Proceedings of the 27th ACM 
SIGKDD Conference on Knowledge Discovery & Data Mining. 2021

Analysis to the attention weights reveals that the interaction between 
coordinated accounts (blue) decreases faster than normal users (orange)

Overall influence score trend 
among all users

Influence Score Trend among strongly 
interacted user pairs



Boosting Representation Learning with Knowledge

Sharma, Karishma, et al. "Identifying coordinated accounts on social media through hidden influence and group behaviours." Proceedings of the 27th ACM 
SIGKDD Conference on Knowledge Discovery & Data Mining. 2021

LLM-Inspired Representation Learning improve the model performance. 
However, it heavily require data quantity

● Construct an account interaction 
graph and then do clustering 

● Suffers from poor expressive power 
and reliance on the prior-knowledge

● Directly learn account embeddings via 
a data-driven manner

● Suffers from reliance on data quality 
and quantity

Embedding
Layer



Boosting Representation Learning with Knowledge

Zhang, Yizhou, Karishma Sharma, and Yan Liu. "Vigdet: Knowledge informed neural temporal point process for coordination detection on social media." 
Advances in Neural Information Processing Systems 34 (2021): 3218-3231.

Supplement Manual 
Features with 

Knowledge from Data

Regularize Learning 
with Human 
Knowledge

Account Representation Interaction Graph



VigDet: EM Algorithm for Learning with Knowledge

Zhang, Yizhou, Karishma Sharma, and Yan Liu. "Vigdet: Knowledge informed neural temporal point process for coordination detection on social media." 
Advances in Neural Information Processing Systems 34 (2021): 3218-3231.

E-step: Infer Q via Belief Propagation on Prior 
Knowledge based Graph G

M-step: Update Embedding and Potential 
Function with SGD to Maximize the ELBO

Modeling the 
Embedding-based 

Potential Function via 
a Neural Network 

Mean-field 
Approximation

Observed 
Data

Data-Driven 
Representation

Graph 
Construction

φθ

Prior 
Knowledge



VigDet: EM Algorithm for Learning with Knowledge

Zhang, Yizhou, Karishma Sharma, and Yan Liu. "Vigdet: Knowledge informed neural temporal point process for coordination detection on social media." 
Advances in Neural Information Processing Systems 34 (2021): 3218-3231.



VigDet: Analysis on COVID-19 Dataset

Zhang, Yizhou, Karishma Sharma, and Yan Liu. "Vigdet: Knowledge informed neural temporal point process for coordination detection on social media." 
Advances in Neural Information Processing Systems 34 (2021): 3218-3231.

Dataset: 31k accounts without 
ground truth label and tweets 
they interact. 
 
Detection: VigDet detect 8k 
suspicious accounts

Hashtag Difference: The two 
groups are clearly distinguished 
in the comparison of top-30 
hashtags. In bold are the 
non-overlapping hashtags. 
 

The top-30 hashtags of coordinated and normal 
accounts detected by VigDet.



Causal Inference of 
Misinformation on 
Social Media

● Introduction to Causal 
Inference

● Applications of Causal 

Inference on Social Media

● Application of LLM in Causal 

Inference on Social Media



Basic Introduction to Causal Inference 

Causal Inference aims at understanding the 
causal relationship between a treatment 
(i.e., cause, such as smoking) and an outcome 
(i.e., result, such as lung cancer).

The golden standard of measuring 
ground-truth causal effect is random 
controlled trial (RCT).

In the scope of social media, the most 
well-known RCT is AB-test.

Example of AB-test from WikiPedia. which 
help us measure how an interface design 
(treatment) influence click rate (outcome).



Weakness of Random Controlled Trial

However, random controlled trials are not always applicable due to the following 
issues:

● High Cost: Conducting random controlled trials usually requires a lot of 
resources, leading to high cost.

● Limited Data Quantity: Due to the high cost, available data quantity of RCT 
is usually limited.

● Ethical Concerns: When tackling societal problems, RCT often require 
recruiting human subjects, which may lead to ethical concerns.



Causal Inference from Observation

To tackle the disadvantages of RCT, causal inference from observation is developed. 

Instead of actively conducting trials, causal inference aims at understanding causal 
effect from data that are collected through collective observation without intervention.

However, an emerging challenge arises in causal inference : Confounders

Confounder

Treatment Outcome



Example of Confounders in Causal Inference

The key factor of random controlled trials 
is the randomness of treatment 
assignment. However, confounders may 
influence treatment assignment. Ignoring 
such influence may lead to biased 
estimation.

An example is estimating the causal effect 
of getting into ICU to mortality. Directly 
estimating P(mortality|ICU) will lead to a 
ridiculous conclusion that ICU cause 
patient’s death

Confounder: 
Patient’s 

Condition

Treatment: 
Get into ICU 

or Not

Outcome: 
Mortality



Combat Confounders in Causal Inference

To combat confounders in causal inference, researchers developed numerous 
statistical and mathematical methodologies. One common strategy is to rebalance 
the data distribution to mitigate the influence from confounders, i.e., rebalance to 
ensure P(Treatment|Confounders) = P(Treatment).  Common methods include:

● Data Reweighting or Sampling: This strategy try to change the data distribution 
to make treatment unpredictable from confounders

● Balanced Representation Learning: This strategy aims at learning a neural 
network with a representation space for covariate and confounders where their 
correlations are mitigated, i.e. ensure P(Treatment|H(Confounders)) = 
P(Treatment) where H is the neural encoder.



Causal Inference of 
Misinformation on 
Social Media
● Introduction to Causal Inference

● Applications of Causal 
Inference on Social Media

● Application of LLM in Causal 

Inference on Social Media



Confounders in Social Media: User Activity Pattern

Modern Social Media platforms 
commonly apply personalized 
recommendation systems, which 
recommend contents to individual 
users based on their activity 
pattern (such as interested topic). 
This causes Information Cocoons 
(Echo Chamber). 

Confounder: 
Recommendation 
System and User 

Interest 

Treatment: 
Exposure to 

Specific 
Information 

Outcome: 
User 

Activity



Application of Causal Inference on Social Media

Causal Inference help us understand how misinformation and manipulated contents 
causally affect online user’s activities by mitigating the confounding effect. Common 
applications include following two scenarios:

Confounder: 
User’s Activity 

Pattern

Treatment: 
User 

Attribute

Outcome: User 
Susceptibility 
to Fake News

Causal Inference on a user 
attribute and user susceptibility

Confounder: 
User’s History 

Activity Pattern

Treatment: 
Exposure to 

a Tweet

Outcome: User’s 
Future Activity 

Pattern

Causal Inference on how a Tweet 
influence user’s future activity



Application 1: Learning Unbiased Sharing Behavior

In social media analysis, we hope 
to learn user susceptibility to 
misinformation. However, in this 
causal relationship, user’s 
activity patterns work as a 
confounder, since it significantly 
influence the preference of 
recommendation system. To 
address this challenge, [Cheng, 
Lu et al] provide framework:

Cheng, Lu, et al. "Causal understanding of fake news dissemination on social media." Proceedings of the 27th ACM SIGKDD 
Conference on Knowledge Discovery & Data Mining. 2021.



Application 1: Learning Unbiased Sharing Behavior

The authors introduce two binary variables in their paper: “interestingness 𝑅𝑢𝑖 ∈ {0, 
1} and exposure 𝑂𝑢𝑖 ∈ {0, 1}. 𝑅𝑢𝑖 = 1(0) indicates 𝑢 is interested (not interested) in 𝑖; 𝑂𝑢𝑖 
= 1 denotes user 𝑢 was exposed to fake news 𝑖 and 𝑂𝑢𝑖 = 0, otherwise”.

In ideal scenario like random controlled trials, 𝑅𝑢𝑖  should be independent to exposure 
𝑂𝑢𝑖 . Thus, we have following equations:

Cheng, Lu, et al. "Causal understanding of fake news dissemination on social media." Proceedings of the 27th ACM SIGKDD 
Conference on Knowledge Discovery & Data Mining. 2021.



Application 1: Learning Unbiased Sharing Behavior

However, due to modern recommendation 
systems, P(𝑂𝑢𝑖) may not be equal balanced (i.e., 
exposure probability is decided by user and 
news). Thus, the authors apply Inverse 
Propensity Scoring to reweight the samples 
involved in loss functions:

Where u is a user, i is a positive news 
(disseminated by user u), j is a negative news (not 
disseminated by user u), and Θui is P(𝑂𝑢𝑖=1) that 
is estimated by a Propensity Score Model

Cheng, Lu, et al. "Causal understanding of fake news dissemination on social media." Proceedings of the 27th ACM SIGKDD 
Conference on Knowledge Discovery & Data Mining. 2021.

Confounder: 
Recommendation 

System

Treatment: 
User 

Susceptibility

Outcome: User 
Dissemination 
to Fake News



Application 1: Learning Unbiased Sharing Behavior

Cheng, Lu, et al. "Causal understanding of fake news dissemination on social media." Proceedings of the 27th ACM SIGKDD 
Conference on Knowledge Discovery & Data Mining. 2021.



Causal Inference of 
Misinformation on 
Social Media
● Introduction to Causal Inference
● Applications of Causal Inference 

on Social Media

● Application of LLM in 
Causal Inference on Social 
Media



Application of LLM: Estimate Misinformation Impact

Misinformation campaigns are manipulating 
public opinions on hot-spot topics, e.g. 
COVID-19 epidemic and vaccines.

To design mitigation strategies to reduce user 
susceptibility to misinformation, we need to 
understand how misinformation influence 
user beliefs and activities. 

Zhang, Yizhou, Defu Cao, and Yan Liu. "Counterfactual neural temporal point process for estimating causal influence of 
misinformation on social media." Advances in Neural Information Processing Systems 35 (2022): 10643-10655.

Confounder: 
Recommendation 

System

Treatment: 
Exposure to 

a Tweet

Outcome: User’s 
Future Activity 

Pattern

Causal Inference on how a Tweet 
influence user’s future activity

Covariate: User’s 
History Activity 

Pattern



Application of LLM: Estimate Misinformation Impact

However, existing causal inference mainly tackle confounders of indicator variable 
(e.g., isolation policy or not) or attribute data (e.g., patient’s condition). For such data, 
we can easily calculate P(Treatment|Confounder) over all samples and reweight them

Zhang, Yizhou, Defu Cao, and Yan Liu. "Counterfactual neural temporal point process for estimating causal influence of 
misinformation on social media." Advances in Neural Information Processing Systems 35 (2022): 10643-10655.

Confounder: 
Left or Right 
Government

Treatment: 
Vaccination

Outcome: 
Infection Rate

Example of Indicator Variable as 
confounder

Confounder: 
Patient’s 

Condition

Treatment: 
ICU or not

Outcome: 
Mortality

Example of Attribute Data as 
confounder



Application of LLM: Estimate Misinformation Impact

But for social media data, the confounders 
are hidden behind users’ history activities, 
which are Sequences of events attached with 
User’s Comments and Timestamp:

whose probability is hard to estimate. Thus, 
balancing data with confounders hidden in 
activity data is challenging to existing 
balance methods.

Zhang, Yizhou, Defu Cao, and Yan Liu. "Counterfactual neural temporal point process for estimating causal influence of 
misinformation on social media." Advances in Neural Information Processing Systems 35 (2022): 10643-10655.



Application of LLM: Estimate Misinformation Impact

To tackle this challenge, instead of balancing 
data samples, we propose to learn a balanced 
representation via LLM + Time Series Encoder:

● User’s comments are encoded by a LLM 
and then forwarded into a Time Series 
Encoder (like RNN) together with 
timestamps.  

● We then fine-tune the encoder to jointly 
maximize the likelihood of observed data 
and minimize the prediction accuracy of 
treatment given the encoding H(x) (i.e. 
making P(Treatment|H(Confounders)) = 
P(Treatment)).

Zhang, Yizhou, Defu Cao, and Yan Liu. "Counterfactual neural temporal point process for estimating causal influence of 
misinformation on social media." Advances in Neural Information Processing Systems 35 (2022): 10643-10655.



Application of LLM: Estimate Misinformation Impact

Zhang, Yizhou, Defu Cao, and Yan Liu. "Counterfactual neural temporal point process for estimating causal influence of 
misinformation on social media." Advances in Neural Information Processing Systems 35 (2022): 10643-10655.



Roadmaps: What can we do for future?

● Enabling Decoder-only LLM for causal learning:

In the aforementioned paradigm, we apply LLM as an encoder to encode the 
text and timestamp. This is only applicable for Encoder-only (like BERT) and 
Encoder-Decoder LLM (like T-5). However, Decoder-only LLM has recently 
attracted more attention due to its stronger performance in text modeling.

Challenge: How to apply Decoder-only LLM for causal inference?
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LLM-based Misinformation Detection

LLM’s strong capacity in tackling natural 
language inspired researchers to apply 
LLM to detect misinformation. Existing 
works mainly apply the following three 
types of paradigm to apply LLM in 
misinformation detection:

1. Detection with Internal Knowledge
2. Detection with External Knowledge
3. LLM as a supporter

Chen, Canyu, and Kai Shu. "Combating misinformation in the age of llms: Opportunities and challenges." arXiv preprint 
arXiv:2311.05656 (2023).



Misinformation Detection via Internal Knowledge

The most straightforward way to detect 
misinformation with LLM is to attach a 
well-designed fixed prompt onto the 
content of misinformation and forward 
them into LLM to make decisions. The 
LLM will use its language capacity and 
its internal knowledge acquired from 
pre-training corpus 

Caramancion, Kevin Matthe. "Harnessing the power of ChatGPT to decimate mis/disinformation: Using ChatGPT for fake news 
detection." 2023 IEEE World AI IoT Congress (AIIoT). IEEE, 2023.



Misinformation Detection via Internal Knowledge

Such paradigm is applicable when:

1. The misinformation can be 
recognized linguistically (e.g., 
emotional bias and internal 
contradiction) rather than 
factually

2. The associated fact has been 
covered by the pre-training 
and fine-tuning  corpus (like 
urban legends)

Huang, Yue, and Lichao Sun. "Harnessing the power of chatgpt in fake news: An in-depth exploration in generation, detection and 
explanation." arXiv preprint arXiv:2310.05046 (2023).



Misinformation Detection via Internal Knowledge

However, sometimes ChatGPT can 
not respond correctly or clearly.

Researchers  make statistics on the 
misinformation samples from 
different datasets that ChatGPT 
gives “unclear” response. They 
require ChatGPT to make a choice 
within 4 reasons why they refuse to 
provide clearly response. 

Huang, Yue, and Lichao Sun. "Harnessing the power of chatgpt in fake news: An in-depth exploration in generation, detection and 
explanation." arXiv preprint arXiv:2310.05046 (2023).



Misinformation Detection via Internal Knowledge

Huang, Yue, and Lichao Sun. "Harnessing the power of chatgpt in fake news: An in-depth exploration in generation, detection and 
explanation." arXiv preprint arXiv:2310.05046 (2023).

Option A (Requiring external knowledge) is always a dominant reason across different 
dataset with different languages



Misinformation Detection via External Knowledge

To incorporate external knowledge with LLM-based misinformation detection, 
researchers propose to borrow the idea in retrieval augmented generation:

Abdelnabi, Sahar, Rakibul Hasan, and Mario Fritz. "Open-domain, content-based, multi-modal fact-checking of out-of-context images 
via online resources." Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. 2022.



Misinformation Detection via External Knowledge

The central idea of such 
retrieval-augmented (or 
search-augmented) detection 
paradigm generally convert the 
content to be verified as a series 
of queries. After that, the model 
call an API to acquire relevant 
documents from a database or 
Internet as augmented context 
for verification.

Zhang, Xuan, and Wei Gao. "Towards LLM-based Fact Verification on News Claims with a Hierarchical Step-by-Step Prompting Method." Proceedings of 
the 13th International Joint Conference on Natural Language, 2023.



Misinformation Detection with LLM as Supporters

LLM’s great capacity in 
general-purpose incontext 
learning enable it to acquire 
knowledge from few samples. 

However, in some cases, we may 
expect to learn a more targeted 
misinformation detector on a  
middle-scale dataset while 
preserving the knowledge in LLM

Hu, Beizhe, et al. "Bad actor, good advisor: Exploring the role of large language models in fake news detection." Proceedings of the AAAI Conference on 
Artificial Intelligence. Vol. 38. No. 20. 2024.



Misinformation Detection with LLM as Supporters
In such as case, we can apply LLM as an advisor to generate rationales for a small 
language model. Then we can fine-tune the small language model to learn from the 
LLM rationales:

Hu, Beizhe, et al. "Bad actor, good advisor: Exploring the role of large language models in fake news detection." Proceedings of the AAAI Conference on 
Artificial Intelligence. Vol. 38. No. 20. 2024.



Misinformation Detection with LLM as Supporters

Zhang, Xuan, and Wei Gao. "Towards LLM-based Fact Verification on News Claims with a Hierarchical Step-by-Step Prompting Method." Proceedings of 
the 13th International Joint Conference on Natural Language, 2023.



Challenges in LLM-based Misinformation Detection

In the above three paradigms of LLM-based Misinformation Detection, there 
are still challenges:

● Reliable Real-time Data Retrieval:

When detecting misinformation related to breaking news, LLM requires 
external knowledge to make prediction. However, acquiring reliable 
external knowledge is challenging because it requires real-time 
verification to the retrieved data. 

Challenge: How to construct reliable external knowledge base in real 
time?



Challenges in LLM-based Misinformation Detection

In the above three paradigms of LLM-based Misinformation Detection, there 
are still challenges:

● Multimodal Context from Retrieval:

When detecting misinformation, useful retrieval responses may contain 
multimodal data. Unlike classical  Retrieval Augmented Generation 
where multimodal information mainly refer to vision data, in Retrieval 
Augmented Misinformation Detection, Structured data, like 
Graph-structured data (e.g., social network structure) and Table data 
(such as Financial Statements)  will be as important as vision data.

Challenge: How to enable LLM to reason on context with such data?



Challenges in LLM-based Misinformation Detection

In the above three paradigms of LLM-based Misinformation Detection, there are 
still challenges:

● Prompting and Reasoning Strategy for Misinformation Detection:

Existing works have shown that differences in prompting and reasoning 
strategy have significant performance gap in misinformation detection. For 
example, Chain-of-Thoughts can increase the performance for different 
kinds of LLM, including ChatGPT and LlaMa.

Challenge: How to develop more effective prompting and reasoning 
strategy targeting on misinformation detection?

Chen, Canyu, and Kai Shu. "Combating misinformation in the age of llms: Opportunities and challenges." arXiv preprint arXiv:2311.05656 (2023).
Chen, Canyu, and Kai Shu. "Can llm-generated misinformation be detected?." arXiv preprint arXiv:2309.13788 (2023)
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Data Collection on Emerging Events

To assist LLM to tackle emerging events happening later than its training, we 
need real-time data collection to construct reliable external knowledge base. 
However, we are confronted of challenges:

● Lack of Reliable News Resource:
In the early stage of news
propagation, only very a few
medias can acquire reliable 
information from their frontline
reporter

● High Cost in Human Verification:
To verify the information in real 
time, we need a lot of human
verifiers.

Sharma, Karishma, et al. "Covid-19 on social media: Analyzing misinformation in twitter conversations." arXiv preprint arXiv:2003.12309 (2020).



Real-time External Knowledge Base Construction

To tackle the aforementioned challenges, researchers developed real-time 
algorithm to construct Large-Scale Misinformation Labeled Datasets based on 
Human-Computer Collaboration:

Sharma, Karishma, Emilio Ferrara, and Yan Liu. "Construction of large-scale misinformation labeled datasets from social media discourse using label 
refinement." Proceedings of the ACM Web Conference 2022. 2022.



Real-time External Knowledge Base Construction

Experiment results show that such human-computer collaboration loop can 
significantly improve the labeling accuracy

Sharma, Karishma, Emilio Ferrara, and Yan Liu. "Construction of large-scale misinformation labeled datasets from social media discourse using label 
refinement." Proceedings of the ACM Web Conference 2022. 2022.
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(Semi-) Structured Data are Ubiquitous

Structured data, like Graph-structured data (e.g., social network structure and 
knowledge graph) and Tabular data (such as Financial Statements)  widely exist 
on Internet and various databases for retrieval:

● Tabular Data
○ Widely used in relational databases, and spreadsheet applications
○ Basic data structure for data analysis

● Graph Data
○ Ubiquitous in real world, e.g., knowledge graph and citation network
○ Basic data structure to representing complex relationships



LLM Meets Structured Data
To apply structured data for misinformation detection, we need to tackle the 
following scenarios:

Text & Structured Data appears 
simultaneously as context

Structured data (e.g., knowledge 
graph) for LLM Grounding

LLM with Reasoning Ability on 
Structured Data Structured Data 



LLM Meets Structured Data
● The main challenge we are confronted are brought by the difference 

between Plain text vs. Structured data:
○ LLM pertained by plain text
○ Can LLM understand structured data?
○ How to input structured data to LLM?



LLM Meets Structured Data
● The main challenge we are confronted are brought by the difference 

between Plain text vs. Structured data:
○ LLM pertained by plain text
○ Can LLM understand structured data?
○ How to input structured data to LLM?

● Semantic reasoning vs. Symbolic  reasoning
○ LLM modeled through probabilistic models, which have uncertainty 

and unavoidable hallucinations
○ Analysis on structured data is deterministic and often involves 

numerical calculations
○ Can LLM work well on such structured data analysis?



LLM Meets Structured Data

● LLM with Tabular data
○ Table input design for better LLM understanding
○ LLM for reasoning on tabular data 

● LLM with Graph data
○ Graph input design for better LLM understanding
○ LLM for reasoning on graph data (e.g. Knowledge Graph)



LLM Meets Structured Data

● LLM with Tabular data
○ Table input design for better LLM understanding 
○ LLM for reasoning on tabular data 

● LLM with Graph data
○ Graph input design for better LLM understanding
○ LLM for reasoning on graph data (e.g. Knowledge Graph)



Table input design for better LLM understanding

● Structural Understanding Capabilities

Yuan Sui, et al., Table Meets LLM: Can Large Language Models Understand Structured Table Data?  A Benchmark and Empirical Study. WSDM’24
Yuan Sui, et al., TAP4LLM: Table Provider on Sampling, Augmenting, and Packing Semi-structured Data for Large Language Model Reasoning. arXiv: 
2312.09039



Table input design for better LLM understanding

● Insights and findings
○ LLMs have a basic understanding of table structures but are far from 

perfect, even in straightforward tasks like detecting the number of 
columns and rows

○ Choosing the right combination of input designs can significantly 
enhance LLMs’ understanding of structured data.

Yuan Sui, et al., Table Meets LLM: Can Large Language Models Understand Structured Table Data?  A Benchmark and Empirical Study. WSDM’24
Yuan Sui, et al., TAP4LLM: Table Provider on Sampling, Augmenting, and Packing Semi-structured Data for Large Language Model Reasoning. arXiv: 
2312.09039



Table input design for better LLM understanding

● Improved performance with self-augmented prompting

Yuan Sui, et al., Table Meets LLM: Can Large Language Models Understand Structured Table Data?  A Benchmark and Empirical Study. WSDM’24
Yuan Sui, et al., TAP4LLM: Table Provider on Sampling, Augmenting, and Packing Semi-structured Data for Large Language Model Reasoning. arXiv: 
2312.09039



LLM Meets Structured Data

● LLM with Tabular data
○ Table input design for better LLM understanding 
○ LLM for reasoning on tabular data 

● LLM with Graph data
○ Graph input design for better LLM understanding
○ LLM for reasoning on graph data (e.g. Knowledge Graph)



LLM for reasoning with Tabular Data
NL St. Louis Cardinals vs. AL Milwaukee Brewers in 1982 World Series

Game Date Score Location Time Attendance 

1 12-Oct Milwaukee Brewers – 10, St. Louis Cardinals – 0 Busch Stadium 02:30 53,723

2 13-Oct Milwaukee Brewers – 4, St. Louis Cardinals – 5 Busch Stadium 02:54 53,723

3 15-Oct St. Louis Cardinals – 6, Milwaukee Brewers – 2 County Stadium 02:53 56,556

4 16-Oct St. Louis Cardinals – 5, Milwaukee Brewers – 7 County Stadium 03:04 56,560

5 17-Oct St. Louis Cardinals – 4, Milwaukee Brewers – 6 County Stadium 03:02 56,562

6 19-Oct Milwaukee Brewers – 1, St. Louis Cardinals – 13 Busch Stadium 02:21 53,723

7 20-Oct Milwaukee Brewers – 3, St. Louis Cardinals – 6 Busch Stadium 02:50 53,723

Entailed Statement: The game on October 16 be the longest game in the 1982 world series
Refuted Statement: The game on October 16 be the only game longer than 3 minute in the 1982 
world series



Semantic reasoning vs. Symbolic reasoning



Symbolic Reasoning with Tabular Data



LLM Meets Structured Data

● LLM with Tabular data
○ Table input design for better LLM understanding 
○ LLM for reasoning on tabular data 

● LLM with Graph data
○ Graph input design for better LLM understanding
○ LLM for reasoning on graph data (e.g. Knowledge Graph)



Graph input design for better LLM understanding

● Graph data with LLMs

Jiayan Guo, et al., Gpt4graph: Can large language models understand graph structured data? an empirical evaluation and benchmarking. 
arXiv:2305.15066



Graph input design for better LLM understanding

● Graph understanding tasks



Graph input design for better LLM understanding

● Improved performance with self-augmented prompting



Graph input design for better LLM understanding



LLM Meets Structured Data

● LLM with Tabular data
○ Table input design for better LLM understanding 
○ LLM for reasoning on tabular data 

● LLM with Graph data
○ Graph input design for better LLM understanding
○ LLM for reasoning on graph data (e.g. Knowledge Graph)



LLM for Reasoning on Knowledge Graph

Existing works for LLM reasoning on Knowledge Graph mainly includes

● Convert Knowledge Graph as Text

Zhu, Yuqi, et al. "Llms for knowledge graph construction and reasoning: Recent capabilities and future opportunities." arXiv preprint arXiv:2305.13168 
(2023).



LLM for Reasoning on Knowledge Graph

Existing works for LLM reasoning on Knowledge Graph mainly includes

● LLM-boosted Symbolic Reasoning



LLM for Reasoning on Knowledge Graph

Existing works for LLM reasoning on Knowledge Graph mainly includes

● LLM-boosted AI Agent for Reasoning

Huang, Yuxuan. "LLM-ARK: Knowledge Graph Reasoning Using Large Language Models via Deep Reinforcement Learning." arXiv preprint 
arXiv:2312.11282 (2023).
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Divide-and-Conquer Prompting and Reasoning

Multiple recent papers have reported similar empirical findings that 
divide-and-conquer prompting and reasoning strategies are specifically 
useful for hallucination detection and fact-verification, especially when 
the input is long:

Cui, Wendi, et al. "DCR-Consistency: Divide-Conquer-Reasoning for Consistency Evaluation and Improvement of Large Language Models." 
Zhang, Yizhou, et al. "Guiding Large Language Models with Divide-and-Conquer Program for Discerning Problem Solving." 
Zhang, Xuan, and Wei Gao. "Towards LLM-based Fact Verification on News Claims with a Hierarchical Step-by-Step Prompting Method."



Divide-and-Conquer Prompting and Reasoning

Zhang, Yizhou, et al. "Guiding Large Language Models with Divide-and-Conquer Program for Discerning Problem Solving." 
Abboud, Amir, et al. "Subtree isomorphism revisited." ACM Transactions on Algorithms (TALG) 14.3 (2018): 1-23.



Theoretic Explanation: Tree Isomorphism

One of the above papers provides an theoretic explanation of this finding. 
The retrieval based fact-verification can actually be regarded as a subtree 
isomorphism problem: 

Zhang, Yizhou, et al. "Guiding Large Language Models with Divide-and-Conquer Program for Discerning Problem Solving." 
Abboud, Amir, et al. "Subtree isomorphism revisited." ACM Transactions on Algorithms (TALG) 14.3 (2018): 1-23.



Theoretic Explanation: Tree Isomorphism and LLM

However, for a pre-trained LLM whose layer number is fixed, we have the following 
theorems. They prove that for a fixed LLM, standard prompting can not solve tree 
isomorphism problem when the subtree is too large, while divide-and-conquer 
strategy does not have this limitation.

Zhang, Yizhou, et al. "Guiding Large Language Models with Divide-and-Conquer Program for Discerning Problem Solving." 



Opportunities: Strategy of Divide

The above theoretic analysis explains why strategies based on divide and conquer can 
achieve advantages. However, it does not specify the dividing strategy. Existing works 
explored the following strategies:

● Sentence-level dividing: This strategy
directly segment the claim to sentences
and evaluate the sentences one by one.
This strategy is simple, but effective for
long news claims. 

Zhang, Yizhou, et al. "Guiding Large Language Models with Divide-and-Conquer Program for Discerning Problem Solving." 



Opportunities: Strategy of Divide

The above theoretic analysis explains why strategies based on divide and conquer can 
achieve advantages. However, it does not specify the dividing strategy. Existing works 
explored the following strategies:

● Parsing-based dividing: For short claims , 
we can apply parsers (such as 
Abstract-Meaning-Representation 
parser) to break up the claim as
a series of short queries.

Zhang, Yizhou, et al. "Detecting out-of-context multimodal misinformation with interpretable neural-symbolic model." arXiv preprint arXiv:2304.07633 (2023).



Opportunities: Strategy of Divide

The above theoretic analysis explains why strategies based on divide and conquer can 
achieve advantages. However, it does not specify the dividing strategy. Existing works 
explored the following strategies:

● LLM-based dividing: For claims 
containing long sentences, we can 
apply this strategy to prompt a LLM 
to break up the claim as a series of 
short queries.

Zhang, Xuan, and Wei Gao. "Towards LLM-based Fact Verification on News Claims with a Hierarchical Step-by-Step Prompting Method." Proceedings of 
the 13th International Joint Conference on Natural Language, 2023.



Roadmaps: What can we do for future?

● Advanced Dividing Strategy of Prompting and Reasoning:

The aforementioned dividing strategies are still very straightforward. 
Also, these dividing strategies are not learnable. Therefore, there is still a 
wide space to explore on dividing strategies.

Challenges: 
a. How to develop trainable dividing modules?
b. How to optimize the prompts for dividing?



Thank you


