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Background: Social Manipulation

Social Manipulators within misinformation campaigns strategically
manipulate public opinion on targeted topics by amplifying specific
narratives and conspiracies.
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2020-03-06 19:22:40 RT @Jali_Cat:

@ #COVID—19: a deep state
attempt?! ...

2020-03-07 01:58:57 RT @Jali_Cat:
@ #COVID—19: a deep state
attempt?! ...

2020-07-04 03:55:37 '!'"Where are the
law agencies and @realDonaldTrump
administration regarding @CDCgov
@CDCDirector DELIBERATELY
exaggerating &amp; running up
covin19 #s1? 1?7 WHEREI? ...

s se

2020-07-08 04:05:33 '"!'"Where are the
law agencies and @realDonaldTrump
administration regarding @CDCgov
@CDCDirector DELIBERATELY
exaggerating &amp; running up
covip19 #s1? I?WHEREI? ...
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2020-07-09 15:28:40 RT @Jali_Cat:
Where is @TheJusticeDept?? Where is
@HHSGov?? Where is @DHS_Wolf??

2020-07-14 18:20:07 RT @Jali_Cat:
Where is @TheJusticeDept?? Where is
@HHSGov?? Where is @DHS_Wolf??
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Background: Social Manipulation and Misinformation Campaign

e Misinformation campaigns exploit online platforms to spread fake news,
particularly during times of uncertainty, shaping public opinion, e.g.
o Presidential Election.

Fake News Is A Real Problem
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Background: Social Manipulation and Misinformation Campaign

e Misinformation campaigns exploit online platforms to spread fake news,
particularly during times of uncertainty, shaping public opinion, e.g.
o Pandemic of COVID-19.

COVID-19 VACCINE
MYTH®X FACT</

USC Melady Lab Misinformation Analysis [ =]

Coronavirus on Social Media: Misinformation Analysis

NON-CLINICAL, CLINICAL, AND
TH EY AREN'T S AFE FOE ABTH'E{A&%JCT:\J NEGS |\[;|VZOS RR'EQ/TIE%\‘ED Thg '|:1fc:9;rr:\\ct‘ cr‘v Solcwa\;\/!eld: <r\partswhe§2h z::d We”?'i ‘cf Distribution % (2020-03-01 - 2020.04-11)
society, both at a local and global scale. We identify unreliable, :z;t:zzy
BTEHCEAYU®EESE E‘gEVA[;-éSDT BY A DATA SAFETY MON |TOR|NG BOARD misleading e.md clickbait informanorv\ shared on Twitter to .ST::: »
. BEFORE EMERGENCY AppROVAL combat misinformation on Coronavirus from Mar 1- Apr 11. \
SERIOUS SIDE EFFECTS FROM
:I-KVEE gEAglgﬁgEIEDPEEEOFI;LEEC]I-_g BOTH THE PF|ZER AND MODERNA List of Tweets on date| 2020-04-11 %
j VACCINES WERE RARE IN A )
LIKE BELL'S PALSY. CLINICAL TRIALS. L Tote
THE MOST REPO RTED S| DE EFFECT COHSIFH:CY; E:Onvw(ed Murderer Re-Arres[tzegZ;f-(g; 5911;\80}?:’9::; 7I]mm Prison Over Coronavirus - https://t.co/hL6svBAQeT {4 Via  link
THEY WILL MAKE i glc)r% Eng E gﬁ gﬁ%ﬁ'ﬂfc%s NI réiJTEECFI/m oy, orbuof S s o a1 s i ori- s RS B o
PEOPLE SICK. 7 VACCINES ALSO DO NOT CONTAIN A
LlVE VIRUS. unreliable MORE FRAUD EXPOSED: Washington State Coronavirus Field Hospital Will Be Dismantled Without Treating a Single  link
Patient https://t.co/QQmLjbo5kR [2020-04-11T00:05:46]




Martin Armstrong. “Belief in Conspiracy Theories in the United States” from Statista. https://www.statista.com/chart/18196/belief-in-conspiracy-theories-in-the-united-states/
Sharma, Karishma, et al. "ldentifying coordinated accounts on social media through hidden influence and group behaviours." Proceedings of the 27th ACM SIGKDD Conference
on Knowledge Discovery & Data Mining. 2021.

Background: Societal Impact of Misinformation and Manipulation

e The widespread fake news and social-manipulation contents have made
substantial impacts on social-media users’ opinions, beliefs and behaviors:
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Background: Large Models are Challenging the Online Credibility

More Powerful More Efficiency Easier Creation of
Social Bots for in Documenting Highly Deceptive
Manipulation Fake News Misinformation

@ Eliot Higgins @ELliotHiggins - Mar 20
Making pictures of Trump getting arrested while waiting for Trump's arrest.




Tutorial Topics

e Manipulator Detection on Social Media
o Detection of Social Manipulators (Social Bots)
o LLM-based Detection of Social Manipulators
o LLM-Inspired Collective Detection of Manipulator Campaigns
e Understanding the Causal Impact of Misinformation
o Basic Introduction to Causal Inference and its Applications on Social Media
o Causal Understanding on Misinformation Campaign Behavior
e LLM-based Misinformation Detection
o Prompting and Reasoning Strategy for Misinformation Detection
o LLM-based Multimodal Misinformation Detection



Manipulator Detection
on Social Media

e Detection of Social

Manipulators

e LLM-based Social Manipulator
Detection

e LLM-Inspired Collective Detection
of Manipulator Campaigns
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Detection of Social Manipulators

o

In detection of social manipulators, we ’ Jusﬁ.*m gg
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Interface of BotorNot, the most famous
social bot detection API
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Features for Manipulator Detection

To classify social manipulators, we need to construct account features to
capture useful information. The useful types of information include:

Classical Features: Metadata

and Linguistic Cues

Account created
after Nov. 27, 2009?

Ever tweeted the Liked more than
word ‘earthquake’? 16 tweets? NO

NO YES

Structural Features: Features
from Friends and Followers

|| a sample bot in Business domain

Followers: 1361 Friends: 2298 Favorites: 30750

Statuses: 37970
(@)
link " . .
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Activity Traces: Patterns of
Activity Time Series




Yang, Kai-Cheng, et al. "Scalable and generalizable social bot detection through data selection." Proceedings of
the AAAI conference on artificial intelligence. Vol. 34. No. 01. 2020.

Classical Features: Metadata and Language

To classify individual accounts, we need to construct account features to
capture useful information. The useful types of information include:

e Metadata: e.g., statistics of activities, interests and |IP address

user metadata

derived features

feature name type feature name type calculation
statuses_count count || tweet_freq real-valued | statuses_count/user_age
followers_count count || followers_growth_rate real-valued | followers_count / user_age
friends_count count || friends_growth_ rate real-valued | friends_count/ user_age
favourites_count count || favourites_growth_ rate real-valued | favourites_count / user_age
listed_count count || listed_growth_rate real-valued | listed_count / user_age
default_profile binary || followers_friends_ratio real-valued | followers_count / friends_count
profile_use_background_image | binary || screen_name_length count length of screen_name string
verified binary || num_digits_in_screen_name | count no. digits in screen_name string
name_length count length of name string
num_digits_in_name count no. digits in name string
description_length count length of description string

screen_name_likelihood

real-valued

likelihood of the screen_name




Wagner, Claudia, et al. "When social bots attack: Modeling susceptibility of users in online social networks." #

MSM. 2012.

Classical Features: Metadata and Language

To classify individual accounts, we need to construct account features to
capture useful information. The useful types of information include:

Metadata: e.g., statistics of activities,
interests and IP address

Linguistic Cues: e.g., statistics of word
usage and grammar errors

Feature Importance
out-degree (interaction network) 100.00
verb 98.01
conversational variety 96.93
conversational coverage 96.65
present 94.66
affect 90.15
personal pronoun 89.71
first person singular 89.27
conversational balance 87.28
motion 87.28
past 86.56
adverb 86.20
pronoun 84.41
negate 84.33
positive emotions 83.25
third person singular 82.38
social 82.02
exclusive 81.86
auxiliary verb 81.70
in-degree (interaction network) 81.66




Kudugunta, Sneha, and Emilio Ferrara. "Deep neural networks for bot detection." Information Sciences 467
(2018): 312-322.

Classical Features: Metadata and Language

To classify individual accounts, we need to construct account features to
capture useful information. The useful types of information include:

e Metadata: e.g., statistics of activities,
interests and IP address

e Linguistic Cues: e.g., statistics of word
usage and grammar errors

e Content Representation: e.g., hidden state
extracted by neural networks (e.g., LSTM)




Feng, Shangbin, et al. "Twibot-22: Towards graph-based twitter bot detection." Advances in Neural Information
Processing Systems 35 (2022): 35254-35269.

Structural Features: Features of Neighbors

Show me who your friends are and I'll tell you who you are

Socrates
In addition to the accounts’ own features, it is also important to model their
neighbor’s features based on the graph structure of social networks:




Feng, Shangbin, et al. "Twibot-22: Towards graph-based twitter bot detection." Advances in Neural Information
Processing Systems 35 (2022): 35254-35269.

Structural Features: Features of Neighbors

Show me who your friends are and I'll tell you who you are

Socrates
In addition to the accounts’ own features, it is also important to model their
neighbor’s features based on the graph structure of social networks:

e Relationship Graph: The graph defined on e &
the metadata, e.g., following and friends & &\ﬁ) &) ®
@ &) ©



Feng, Shangbin, et al. "Twibot-22: Towards graph-based twitter bot detection." Advances in Neural Information
Processing Systems 35 (2022): 35254-35269.

Structural Features: Features of Neighbors

Show me who your friends are and I'll tell you who you are

Socrates
In addition to the accounts’ own features, it is also important to model their
neighbor’s features based on the graph structure of social networks:

e Relationship Graph: The graph defined on
the metadata, e.g., following and friends

e Interaction Graph: The graph defined on
activity interactions, such as retweet.




Feng, Shangbin, et al. "BotRGCN: Twitter bot detection with relational graph convolutional networks." Proceedings of the
2021 IEEE/ACM International Conference on Advances in Social Networks Analysis and Mining. 2021.

Structural Features: Features of Neighbors

A typical strategy to use structural features for social manipulator detection is
to first extract classical features for all accounts on the graph and then use
graph neural networks (GNN) to propagate the features on the graph:

information

encoding R-GCN softmax

Twitter user

X
X X
1
? | ¥
' Follow

Joe !Idtn
Jo

following
follower

~_ aggregating
~ (node/ edge)




Feng, Shangbin, et al. "Twibot-22: Towards graph-based twitter bot detection." Advances in Neural Information Processing
Systems 35 (2022): 35254-35269.

Structural Features boosts Classical Features

Existing benchmarking works have shown that structural features significantly
boost performance of classical features (i.e., metadata+text)

Method Type C-15 G-17 c17 M-18 C-S-18 C-R-19 B-F-19  TwiBot-20  TwiBot-22
Efthimion ef al. FT 925 (£0.0) 555 (£0.0) 88.0(£0.0) 93.4(£0.0) 70.8 (£0.0) 67.6 (£0.0) 69.8 (£0.0) 62.8 (£0.0) 74.1(0.0)
Kantepe ef al. FT 975 (+1.3) / 98.2 (£1.5) / / / / 80.3 (£4.3) 764 (£2.4)
Miller et al. FT 755 (£0.0) 510 (£0.0) 77.1(£0.2) 83.7(£0.0) 52.5 (£0.0) 54.4 (£0.0) 77.4(£0.0) 64.5(£0.4) 30.4 (+0.1)
Varol et al. FT 932 (£0.5) / / / / / / 78.7 (£0.6)  73.9 (0.0)
Kouvela ef al. FT 7.8 (£0.5) 747 (£0.9) 984 (£0.1) 97.0 (£0.1) 79.3 (£0.3) 79.7(£1.2) 713 (£0.9) 84.0(£0.4) 76.4 (£0.0)
Santos ef al. FT  70.8(£0.0) 514 (+0.0) 73.8(£0.0) 86.6 (£0.0) 62.5 (£0.0) 73.5(£0.0) 717 (£0.0) 58.7 (£0.0) -
Lee et al. FT 982 (+0.1) 74.8(+1.2) 98.8(+0.1) 96.4(£0.1) 8L5(+£0.4) 83.5(£19) 755 (£1.3) 77.4(+0.5) 76.3 (+0.1)
LOBO FT 984 (+0.3) / 96.6 (+0.3) / / / / 774 (£0.2) 75.7 (£0.1)
Knauth ef al. FTG 859 (£0.0) 49.6(£0.0) 90.2(£0.0) 83.9(£0.0) 887 (£0.0) 50.0 (£0.0) 76.0 (£0.0) 81.9(£0.0) 71.3 (£0.0)
FriendBot FTG  96.9 (£1.1) / 78.0 (:l: 0) / / / / 9 (£0.5) .
SATAR FTG  93.4 (£0.5) / / / / / 84.0 (£0.8) -
Botometer FTG 57.9 716 94.2 89.5 72.6 69.2 50.0 53.1 49.9
Rodrifuez-Ruiz etal.  FTG ~ 82.4 (£0.0) / 76.4 (£0.0) / / / / 66.0 (£0.1)  49.4 (£0.0)
GraphHist FTG  77.4 (£0.2) / / / / / / 51.3 (£0.3) -
EvolveBot FIG 922 (£1.7) / / / / / / 65.8 (£0.6) 711 (£0.1)
Dehghan et al. FTG  62.1 (£0.0) / / / / / / 86.7 (+0.1) -
GCN FTG  96.4 (£0.0) / / / / / / 77.5 (£0.0)  78.4 (£0.0)
GAT FTG  96.9 (£0.0) / / / / / / 83.3 (£0.0)  79.5 (£0.0)
HGT FTG  96.0 (£0.3) / / / / / / 869 (£0.2) 74.9 (£0.1)
SimpleHGN FTG  96.7 (+0.5) / / / / / / 86.7 (£0.2) 76.7 (£0.3)
BotRGCN FTG  96.5 (£0.7) / / / / / / 8(£0.7)  79.7 (£0.1)
RGT FTG  97.2 (£0.3) / / / / / / 86.6 (£0.4) 765 (£0.4)




Mazza, Michelg, et al. "Rtbust: Exploiting temporal patterns for botnet detection on twitter." Proceedings of the
10th ACM conference on web science. 2019.

Activity Features: Information from Time Series

In addition to classical features and structural features, recent advances in
deep-learning time series analysis make it possible to directly extract features
from raw time series data of account activity: (i) Uneupervised feature extraction

LSTM encoder LSTM decoder

e Temporal Pattern Features: Using
Statistical Learning or Deep Neural

Networks to encode time series as Cuwitters | ‘
featu res v et latent feature
% vectors
RLE
[\ F— 7 — 3
Vg compressed ) legitimate
\/ \ z‘/mé7 series 0(80 .. _— g
HDBSCAN — y
(i) Data preparation bot

and compression (iii) Clustering



Luceri, Luca, Silvia Giordano, and Emilio Ferrara. "Detecting troll behavior via inverse reinforcement learning: A case study of russian
trolls in the 2016 us election." Proceedings of the international AAAI conference on web and social media. Vol. 14. 2020.

Activity Features: Information from Time Series

In addition to classical features and structural features, recent advances in
deep-learning time series analysis make it possible to directly extract features
from raw time series data of account activity:

Intention Features: Using Inverse
Reinforcement Learning to infer the
Rewards that drives the accounts’
activities (i.e., the Intention of the
account)
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Activity Features: Inverse Reinforcement Learning

Given an agent and its action trajectory
T=[(S1,A1),(S2,A2),...], Inverse Reinforcement

Learning aims at learning its reward function:
Shared parameters

\
Ry = g(St, Ag; Op}|0s)

Personalized /

parameters
The function can be learned by maximizing

the following objective function:

1
logp(T) = log — exp(Y (1, Au; 05, 0,))
t

state

reward
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e Detection of Social Manipulators

e LLM-based Social

Manipulator Detection

e LLM-Inspired Collective Detection
of Manipulator Campaigns




Feng S, Wan H, Wang N, et al. What Does the Bot Say? Opportunities and Risks of Large Language Models in Social Media Bot
Detection[J]. arXiv preprint arXiv:2402.00371, 2024.

Social Manipulator Detection in LLM Era

The recent advances of Large Language Model have brought both opportunities
and challenges for Social Manipulator (Bot) Detection:

e Opportunities: The SOTA LLM like ChatGPT can significantly boost the
effectiveness of detection to social manipulators, such as social bot
o Classical Features and Structural Features can be easily organized as
natural language data and forwarded into LLM for in-context learning
or instructional tuning

e Challenges: LLM can significantly boost the deceptiveness of social
manipulators, especially social bots



Feng S, Wan H, Wang N, et al. What Does the Bot Say? Opportunities and Risks of Large Language Models in Social Media Bot

Detection[J]. arXiv preprint arXiv:2402.00371, 2024.

Opportunities: Manipulator Detection via LLM

We can easily convert metadata,
text information and structure
information as context of
natural language and forward
them to LLM for manipulator
detection through:

e In-Context Learning:
Providing few-shot
samples as context

e Instructional Tuning:
fine-tune the parameters
for detection

/" Metadata m\

The following task focuses on
evaluating whether a Twitter
user is a bot or human with
the help of several labeled
examples.

<in-context examples>

Username: <username>
Follower count: 309 Following
count: 1412 Tweet count:
1745 Verified: False Active

/ Description @\

years: 12 years

Label: bot J \

The following task focuses on
evaluating whether a Twitter
user is a bot or human with
the help of the user's
self-written description.

<in-context examples>

Description: A marketer in and
out. Writes on marketing &
sometimes straight from the
heart. Check out at <link>

Label: bot

4

/ Structure :’;éo\

The following task focuses on
evaluating whether a Twitter
user is a bot or human with
the help of the user’s followers
and followings and their
labels.

These users follow the target
user: <user information>

The target user follows these
users: <user information>
Target user:

<target user information>
Label: human

N ———=_/

[ In-Context Learning J [ Instruction Tuning ©; ]




Feng S, Wan H, Wang N, et al. What Does the Bot Say? Opportunities and Risks of Large Language Models in Social Media Bot
Detection[J]. arXiv preprint arXiv:2402.00371, 2024.

Opportunities: Manipulator Detection via LLM

Twibot-20 Twibot-22

Method M T N Acc F1 Prec. Rec. | Acc F1 Prec. Rec.
BIC v v 0876 0.891 / / / / / /

LMBoOT v v v 0856 0.876 / / / / / /

SGBot v v v 0816 0849 0.764 0.949 | 0.623 0.395 1.000 0.247
BOTPERCENT v v v 0.845 0.865 / / 0.731 0.726 0.738 0.714
ROBERTA v 0.755 0.731 0.739 0.724 | 0.633 0.432 0.955 0.280
BOTOMETER v v v 0531 0531 0557 0.508 | 0.755 0.585 0.440 0.873
BOTBUSTER v oV 0.772  0.812 / / 0.627 0.439 0.832 0.292
LOBO v oV 0.762 0.806 0.748 0.878 | 0.552 0.198 0.944 0.110
RGT v v v 0866 0880 0.852 0911 | 0.509 0509 0.323 0.854

Bot detection with CHATGPT

METADATA v 0.766 0.793 0.742 0.852 | 0.659 0.698 0.626 0.788
TEXT v 0.566 0.576 0.612 0.544 | 0.688 0.684 0.705 0.665
META+TEXT v o 0.656 0.694 0.755 0.642 | 0.659 0.681 0.607 0.777
STRUCT-RAND v v v 0577 0460 0.745 0333 | 0.638 0.514 0.783 0.382
STRUCT-ATT v v v 0565 0426 0.743 0.298 | 0.632 0.500 0.792 0.365
ENSEMBLE v o v v 0632 0557 0.801 0427 ] 0.735 0.706 0.794 0.635

Bot detection with CHATGPT and instruction tuning

METADATA v 0.812 0.806 0.814 0.847 | 0.724 0.764 0.667 0.894
TEXT N 0.767 0.791 0.768 0.816 | 0.727 0.766 0.670 0.894
META+TEXT v v 0.862 0.865 0.813 0924 | 0.721 0.758 0.668 0.877
STRUCT-RAND v VvV Vv 0.890 0904 0.839 0.980 | 0.718 0.761 0.660 0.900
STRUCT-ATT v v v 0885 0.888 0.856 0.923 | 0.727 0.766 0.670 0.894
ENSEMBLE v o v v 0899 0915 0.861 0976 | 0.769 0.792 0.696 0.918
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Challenges: Manipulators Boosted by LLM

Unfortunately, manipulators
can also use similar way to
convert LLM as their
assistant. Specifically, they
have two strategies:

1. Theycanuse LLMto
manipulate the text
contents

2. TheycanuselLLMto
help them manipulate
the structure of
manipulators

(" Textual Manipulation

~

f

Structural Manipulation

~

[ Zero-shot ][ Few-shot

)

(" Classifier Guide

Below is a description of a Twitter user and its
variants, paired with their score predicted by a bot
classifier. Please rewrite the description to make the
user appear more human.
Description: <description at step 0>
Score: 0.68

description

Description: <description at step i>
Score: 0.26
\Description: <description at step i+1>

score

=

[~ Text Attribute
Step 1:
Bot Descriptions: <top-k similar bot descriptions>

Compare and give the key distinct feature of human's
descriptions: <generated attribute>

Step 2:

<generated attribute>

Based on the description, paraphrase this to human
description:

Bot: <description>

@Jman:

Human Descriptions: <top-k similar human descriptions>

\

(" Add Neighbor )

Below is a target Twitter bot
and five potential new users to
follow. Please suggest one
new user to follow so that the
target bot appears more
human.

Target Bot:

<description and metadata>
Potential Followings:

user 0:

<description and metadata>

Please select one user to
follow (1-k):

=N

(Remove Neighboﬁ

Below is a target Twitter bot
and five potential users to
unfollow. Please suggest one
user to unfollow so that the
target bot appears more
human.

Target Bot:

<description and metadata>
Potential users to unfollow:
user 0:

<description and metadata>

Please select one user to
unfollow (1-k):

[ Both (add & remove)
)\




Feng S, Wan H, Wang N, et al. What Does the Bot Say? Opportunities and Risks of Large Language Models in Social Media Bot

Detection[J]. arXiv preprint arXiv:2402.00371, 2024.

Challenges: Manipulators Boosted by LLM

The authors evaluated LLM in
manipulating classical models
and LLM-boosted detectors:

1.

2.

To classical detectors,
LLM-based manipulation
is highly deceptive

To LLM-based detector,
the manipulation from
another LLM (e.g., use
LLaMa to fool ChatGPT)
is more effective than the
manipulation from itself

Strategy BotPercent BotRGCN Text+Meta Struct-Rand Struct-Att  Ensemble
Acc F1 Acc Fl1 ‘ Acc Fl Acc F1 Acc Fl Acc Fl1

vanilla Twibot-20 7155 731 737 766 ‘ 862 .865 .890 904 884 .888 .899 915
Manipulation strategies with LLAMA2-70B

ZERO-SHOT REWRITE .716 .724 735 788 | .859 874 889 905 .867 .871 .885 .901
FEW-SHOT REWRITE  .689 720 .732 .784 | .862 .878 .886 902 .852 .867 .883 .898
CLASSIFIER GUIDE 650 704 722 779 | .835 .852 868 .886 .805 .818 .850 .870
TEXT ATTRIBUTE 689 737 728 787 | .872 .887 .890 906 .881 .895 .891 .907
ADD NEIGHBOR / / 731 785 / / 874 890 .855 .869 .867 .885
REMOVE NEIGHBOR / / 653 721 / / 863 882 862 .878 .863 .882
COMBINE NEIGHBOR / / .596  .539 / / 866 .883 859 .873 .868 .885
SELECTIVE COMBINE .691 .737 .684 .663 | .866 .883 .866 .884 .860 .875 .865 .884
BoTH COMBINE 650 704 571 564 | .835 .852 .854 871 808 .822 .850 .869
Manipulation strategies with CHATGPT

ZERO-SHOT REWRITE .680 .731 .719 745 | .875 .891 .891 907 .894 907 .896 911
FEW-SHOT REWRITE  .675 .724 708 .738 | .879 .894 889 905 .887 .901 .890 .906
CLASSIFIER GUIDE 649 699 702 715 | .860 .878 .890 906 .888 .903 .886 .903
TEXT ATTRIBUTE 661 716 716 .752 | .855 .870 .882 .899 879 .894 877 .895
ADD NEIGHBOR / / 715 741 / / 874 892 .893 907 .879 .897
REMOVE NEIGHBOR / / 642 .629 / / 870 888 .855 .870 .864 .883
COMBINE NEIGHBOR / / 632 .685 / / 878 895 .893 907 .878 .896
SELECTIVE COMBINE .678 .725 .615 .638 | .864 .880 .873 .891 .860 .875 .873 .891
BoOTH COMBINE 649 699 641 .627 | .860 .878 .888 905 905 919 .894 910




Roadmaps: What can we do for future?

To address the new challenges from LLM, we can attempt the following
directions of research efforts:

Develop Detectors towards Al-Manipulated Contents:

The experiment results from [Feng et,al, 2024] have shown that
LLM-based detector are robust to the manipulation from their own
backbone. This suggests the probability to develop more powerful
detectors by first recognizing the LLM used by the manipulators use and
then tackle the account accordingly

Challenge: How to recognize the LLM used by the manipulators?




Roadmaps: What can we do for future?

To address the new challenges from LLM, we can attempt the following
directions of research efforts:

e Aggregate Activity Features into LLM-based detector:

Compared to classical features and structural features, activity features
is harder to manipulate. Malicious accounts can quickly spread
misinformation because they show more definite characteristics, as
opposed to more randomized actions from the normal accounts. If they
change their activity features, their efficiency and effectiveness will also
decrease.

Challenge: How to capture time-series features with LLM?



Capture Time-Series Features with LLM

There have been a lot of research attempt trying to incorporate LLM with
capacity in tackling time series:

e Fine-tuning LLM to accept Time-Series as Input:
a. Fine-tuning Whole Model: TEMPQO[Cao et,al, 2024] One-fits-all
(GPT-2) [Zhou et, al, 2023]
b. Only fine-tuning embedding layers: FreqTST [Li et, al, 2024]
e Convert Time-Series to Formats compatible to LLM or Large
Multimodal models:
a. Convert Time Series as Images and apply Vision Transformers as
encoder: ViTST [Li et, al, 2023], PandaGPT [Su et, al, 2024]
b. Convert Time Series as Text: PromptCast [Xue and Salim, 2022],
TimeLLM [Jin et, al, 2024]



Manipulator Detection
on Social Media

Detection of Social Manipulators
e LLM-based Social Manipulator
Detection

e LLM-Inspired Collective
Detection of Manipulator
Campaigns




Detection of Coordinated Manipulators

e Task Definition: Detecting malicious accounts collaborating on social media
to expand influence

e Existing works mainly rely on domain knowledge to construct interaction
graphs for clustering to identify coordinated groups

A piece of
information
is posted 8 8

(ut,t1) (u2,t2) (u3,t3)  Time




Cao, Qiang, et al. "Uncovering large groups of active malicious accounts in online social networks." Proceedings of the 2014 ACM
SIGSAC conference on computer and communications security. 2014.

Detection of Coordinated Manipulators

e For example, atypical strategy is to evaluate users’ activity trace overlap.
We define two events as equivalent event pairs if:

(Ui, T, Cs) e U, T5,C5) 0= @5 and |T; — 1| € Teim

e Then the similarity of two users can be defined as:
_JAin4y| _ X lAFnAd]
[As UA;| - 32, |A7 U AY

Slm(Uz, UJ)

e However, such methods generally suffer from poor expressive power and
reliance on the prior-knowledge




Sharma, Karishma, et al. "Identifying coordinated accounts on social media through hidden influence and group behaviours."
Proceedings of the 27th ACM SIGKDD Conference on Knowledge Discovery & Data Mining. 2021.

Learning Representation for Coordination Detection

Observed Activity Traces Account Representation

GIeIEIcIoh
8 8@8 —>|lgldaake
{aas |ABABAR




Sharma, Karishma, et al. "ldentifying coordinated accounts on social media through hidden influence and group behaviours."
Proceedings of the 27th ACM SIGKDD Conference on Knowledge Discovery & Data Mining. 2021.

LLM-Inspired Representation Learning

We notice the similarity between next-token-prediction language modeling and
activity traces: Token = User, Positional Encoding = Time

= [(u1,t1), (u2,t2), (u3,t3), - (tun, tn)]

P(S) = P(u1,t1)P(ug, ta|ui,t1)P(us, t3|uz, t2, u1,t1)..
Aplece of @
formation
is posted

(ut,t1) (112,t2) (U3,t3) Time



Sharma, Karishma, et al. "ldentifying coordinated accounts on social media through hidden influence and group behaviours." Proceedings of the 27th ACM

SIGKDD Conference on Knowledge Discovery & Data Mining. 2021

Oleksandr Shchur, Marin Bilos, and Stephan Glinnemann. Intensity-free learning of temporal point processes. In ICLR 2020.

AMDN: Attentive Mixture Distribution Networks

/ Event history on the network

\/ Conditional

h h2 b3 ) = function
T (8] .
Masked = p(z|history)
Self-Attention be?sed on
MH-Attn MH-Attn | MH-Attn I MH-Attn Mixture
QKT Distribution

Hattn = U( )V —

vd [
Q= XW,, Emb. Emb. Emb. Emb. Time
K = XW, ] ;

N 8 & R

8/

Masked Self-Attention Encoder ensure

capturing long-term influence while outputting

attention weights as influence score

density p(t| H;) = Z wz(k)N(/‘z(k)’ s(.k))

K

1
k=1

w; = O'(Vu,ci + bw),
s; = exp(Vsc; + bs),
Wi = V“Ci + bu

/

Gaussian-Mixture Distribution
Decoder guarantee universal
approximation to any continuous
distributions while providing
closed-form likelihood



Sharma, Karishma, et al. "ldentifying coordinated accounts on social media through hidden influence and group behaviours." Proceedings of the 27th ACM
SIGKDD Conference on Knowledge Discovery & Data Mining. 2021

HAGE: Hidden Account Group Estimation

Simultaneously, we can jointly learn the membership of the accounts based on a
GMM model learnt in the user (token) embedding space:

. o A & B A

Z logp(u;;0,, E) = Z log Zp(uj, iy s )
j=1  i=1

J=1

nomaly Coordination

|U| N

=3 1og S PN (Buyi s, 5:)
j=1 =1

Normal Community



Sharma, Karishma, et al. "ldentifying coordinated accounts on social media through hidden influence and group behaviours." Proceedings of the 27th ACM
SIGKDD Conference on Knowledge Discovery & Data Mining. 2021

LLM-Inspired Representation Learning

The authors evaluated the performance of the model on a dataset about
misinformation campaigns on social media during U.S. Election:

Method (Unsupervised) | AP | AUC | FI@TH=05 | Prec@TH=0.5 | Rec@TH=0.5 | MaxF1 | MacroF1@TH=0.5
Co-activity 0.208 +0.01 | 0.592 £0.03 | 0.292+0.02 | 0.206 £0.02 | 0.510+0.04 | 0.331+0.03 0.515 % 0.02
Clickstream 0.169 +0.02 | 0.535£0.04 | 0.215+0.06 | 0.205+0.05 | 0.228+0.08 | 0.215 % 0.06 0.532 % 0.03
IRL 0.200 +0.00 | 0.610 +0.02 | 0.265+0.02 | 0.219£0.02 | 0.336+0.03 | 0.340 % 0.02 0.543 +0.01
HP 0.337 +0.04 | 0.694 £0.05 | 0.376 £0.05 | 0.387 £0.06 | 0.365%0.05 | 0.545+0.03 0.633 % 0.03
AMDN + GMM 0.787 +0.05 | 0.894 +0.03 | 0.631+0.06 | 0.965+0.03 | 0.472+0.07 | 0.738 +0.05 0.792 % 0.03
AMDN + Kmeans 0.731+0.08 | 0.901 +0.02 | 0.727 £0.06 | 0.806 +0.07 | 0.663+0.06 | 0.752+0.05 0.841 +0.03
AMDN-HAGE 0.804 +0.03 | 0.898 £0.02 | 0.699 £0.05 | 0.941+0.04 | 0.558+0.06 | 0.758+0.04 0.828 % 0.03
AMDN-HAGE + Kmeans | 0.818 +0.04 | 0.935+0.02 | 0.731+0.04 | 0.913£0.03 | 0.611+0.05 | 0.776 +0.03 0.846 + 0.02
Method (Supervised) | AP AUC | FI@TH=05 | Prec@TH=0.5 | Rec@TH=0.5 | MaxF1 | MacroF1@TH=0.5
IRL (S) 0.672 +0.08 | 0.896 +0.03 | 0.557 £0.06 | 0.781£0.06 | 0.436+0.06 | 0.633 +0.07 0.749 % 0.03
HP (S) 0.760 +0.04 | 0.925+0.02 | 0.753+£0.02 | 0.743£0.04 | 0.769+0.06 | 0.782+0.03 0.853 % 0.01
AMDN + NN 0.814+0.04 | 0.918 £0.02 | 0.733+£0.04 | 0.710£0.05 | 0.761+0.05 | 0.763 +0.04 0.841 % 0.02
AMDN-HAGE + NN 0.838 +0.04 | 0.926 +0.03 | 0.769 £0.04 | 0.752+0.05 | 0.789£0.05 | 0.799  0.04 0.862 + 0.02




Sharma, Karishma, et al. "ldentifying coordinated accounts on social media through hidden influence and group behaviours." Proceedings of the 27th ACM
SIGKDD Conference on Knowledge Discovery & Data Mining. 2021

LLM-Inspired Representation Learning

Analysis to the attention weights reveals that the interaction between
coordinated accounts (blue) decreases faster than normal users (orange)
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Sharma, Karishma, et al. "ldentifying coordinated accounts on social media through hidden influence and group behaviours." Proceedings of the 27th ACM
SIGKDD Conference on Knowledge Discovery & Data Mining. 2021

Boosting Representation Learning with Knowledge

LLM-Inspired Representation Learning improve the model performance.
However, it heavily require data quantity

\_/]|
Embedding @ Y\ O
arer | S
OF—O0F—0
/ U
e Construct an account interaction e Directly learn account embeddings via
graph and then do clustering adata-driven manner
e Suffers from poor expressive power e Suffers from reliance on data quality

and reliance on the prior-knowledge and quantity



Zhang, Yizhou, Karishma Sharma, and Yan Liu. "Vigdet: Knowledge informed neural temporal point process for coordination detection on social media."
Advances in Neural Information Processing Systems 34 (2021): 3218-3231.

Boosting Representation Learning with Knowledge

Account Representation Interaction Graph
Supplement Manual / \
Features with
/O O Q Q O\ KnowIeJccigefron: Data
O 10 1O (O] O

OO O O O <
\RRRRR/ Regularize Learning \ /

with Human
Knowledge




Zhang, Yizhou, Karishma Sharma, and Yan Liu. "Vigdet: Knowledge informed neural temporal point process for coordination detection on social media."
Advances in Neural Information Processing Systems 34 (2021): 3218-3231.

VigDet: EM Algorithm for Learning with Knowledge

M-step: Update Embedding and Potential
Function with SGD to Maximize the ELBO

Observed : Data-Driven
Data Representation |  Y._.-- /PO | <Tee

v'/. max l()g p(S|E) — DAL Q||P '\\_
Modeling the O Ol O ‘
Embedding-based AL ov)=TT 0. (u Mean'—ﬁel('i
"oﬁﬁyoﬁ' 2(Y) 2ulyu) | o roximation
Potential Function via | (QENOENO o pp
a Neural Network ®o 5
Prior Graph T 2 =

Knowledge =>| Construction |———

E-step: Infer Q via Belief Propagation on Prior
Knowledge based Graph G




Zhang, Yizhou, Karishma Sharma, and Yan Liu. "Vigdet: Knowledge informed neural temporal point process for coordination detection on social media."
Advances in Neural Information Processing Systems 34 (2021): 3218-3231.

VigDet: EM Algorithm for Learning with Knowledge

Method (Unsupervised) AP | AUC | F1 | Prec | Rec | MaxF1 | MacroFl1
Co-activity 16.9 | 52.5 | 24.6 | 17.8 | 40.7 27.1 49.5
Clickstream 16.5 | 53.2 | 21.0 | 20.6 | 21.6 21.0 53.1
IRL 23.9 | 68.7 | 35.3 | 27.5 | 494 38.6 58.8
HP 2.8 | 56.7 | 44.2 | 42.1 | 46.6 46.0 66.7
AMDN-HAGE 80.5 | 89.9 | 69.6 | 94.3 | 55.5 75.8 82.7
AMDN-HAGE + k-Means | 82.0 | 93.3 | 73.0 | 90.9 | 61.2 77.0 84.5
VigDet-PL(TL) 83.3 | 94.0 | 70.7 | 89.6 | 59.0 77.8 83.2
VigDet-E(TL) 85.5 | 94.6 | 73.1 | 956.3 | 59.4 79.5 84.6
VigDet(TL) 86.1 | 94.6 | 73.4 | 95.1 | 59.9 79.6 84.8
VigDet-PL(PF) 84.5 | 95.0 | 71.9 | 91.4 | 59.6 79.3 83.9
VigDet-E(PF) 85.1 | 94.3 | 73.6 | 92.7 | 61.2 78.8 84.9
VigDet(PF) 87.2 | 95.0 | 75.2 | 91.7 | 63.9 79.3 85.7




Zhang, Yizhou, Karishma Sharma, and Yan Liu. "Vigdet: Knowledge informed neural temporal point process for coordination detection on social media."
Advances in Neural Information Processing Systems 34 (2021): 3218-3231.

VigDet: Analysis on COVID-19 Dataset
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Basic Introduction to Causal Inference

Causal Inference aims at understanding the
causal relationship between a treatment
(i.e., cause, such as smoking) and an outcome
(i.e., result, such as lung cancer).

The golden standard of measuring
ground-truth causal effect is random
controlled trial (RCT).

In the scope of social media, the most
well-known RCT is AB-test.

( X ]
/Y

Welcome to our website
Lorem ipsum dolor sit amet, consectetur adipiscing elit, sed
do eiusmod tempor incididunt ut labore et dolore magna
aliqua. Ut enim ad minim veniam, quis nostrud exercitation
ullamco laboris nisi ut aliquip ex ea commodo consequat.

Learn more

Click rate: 52 %

( X ]
/Y

|

Welcome to our website
Lorem ipsum dolor sit amet, consectetur adipiscing elit, sed
do eiusmod tempor incididunt ut labore et dolore magna
aliqua. Ut enim ad minim veniam, quis nostrud exercitation
ullamco laboris nisi ut aliquip ex ea commodo consequat.

A Learn mor re

2%

Example of AB-test from WikiPedia. which
help us measure how an interface design

(treatment) influence click rate (outcome).



Weakness of Random Controlled Trial

However, random controlled trials are not always applicable due to the following
issues:

@ High Cost: Conducting random controlled trials usually requires a lot of
resources, leading to high cost.

@ Limited Data Quantity: Due to the high cost, available data quantity of RCT
is usually limited.

@ Ethical Concerns: When tackling societal problems, RCT often require
recruiting human subjects, which may lead to ethical concerns.



Causal Inference from Observation

To tackle the disadvantages of RCT, causal inference from observation is developed.

Instead of actively conducting trials, causal inference aims at understanding causal
effect from data that are collected through collective observation without intervention.

However, an emerging challenge arises in causal inference : Confounders

[ Confounder 1

/\

Treatment ) J Outcome
[ ) L




Example of Confounders in Causal Inference

The key factor of random controlled trials Confounder:
is the randomness of treatment Patient’s
Condition

assignment. However, confounders may
influence treatment assignment. Ignoring
such influence may lead to biased

estimation. Treatment: W :
Getinto ICU > Outcorpe.
Mortality

or Not

An example is estimating the causal effect
of getting into ICU to mortality. Directly
estimating P(mortality|ICU) will lead to a
ridiculous conclusion that ICU cause
patient’s death

|




Combat Confounders in Causal Inference

To combat confounders in causal inference, researchers developed numerous
statistical and mathematical methodologies. One common strategy is to rebalance
the data distribution to mitigate the influence from confounders, i.e., rebalance to
ensure P(Treatment|Confounders) = P(Treatment). Common methods include:

e Data Reweighting or Sampling: This strategy try to change the data distribution
to make treatment unpredictable from confounders

e Balanced Representation Learning: This strategy aims at learning a neural
network with a representation space for covariate and confounders where their
correlations are mitigated, i.e. ensure P(Treatment|H(Confounders)) =
P(Treatment) where H is the neural encoder.
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Confounders in Social Media: User Activity Pattern

Modern Social Media platforms

Confounder:
commonly apply personalized Recommendation
recommendation systems, which SVStfr:‘t‘earr;ituser
recommend contents to individual
users based on their activity / \
pattern (such as interested topic).

This causes Information Cocoons g;gg’;z‘ree“; Outcome
(Echo Chamber). J L User

Specific
Information Activity




Application of Causal Inference on Social Media

Causal Inference help us understand how misinformation and manipulated contents

causally affect online user’s activities by mitigating the confounding effect. Common
applications include following two scenarios:

Confounder: Confounder:
User’s Activity User’s History
Pattern Activity Pattern
Treatment: Outcome:: !J,Ser Treatment: W Outcome: User’s
User Susceptibility Exposure to | Future Activity
Attribute to Fake News - Tt J L Pattern
Causal Inference on a user Causal Inference on how a Tweet

attribute and user susceptibility influence user’s future activity



Cheng, Lu, et al. "Causal understanding of fake news dissemination on social media." Proceedings of the 27th ACM SIGKDD
Conference on Knowledge Discovery & Data Mining. 2021.

Application 1: Learning Unbiased Sharing Behavior

In social media analysis, we hope
to learn user susceptibility to

.. . . . @ Fake news @ IPS Unbiased fake news
misinformation. However, in this dissemination reweighting sharing behavior
causal relationship, user’s o 2 HEEEE

ews-pase
activity patterns work as a ol | | | | |
confounder, since it significantly ——— S HEEEE

Propensity

Neural-Network-
S EEE

influence the preference of
recommendation system. To
address this challenge, [Cheng,
Lu et al] provide framework:




Cheng, Lu, et al. "Causal understanding of fake news dissemination on social media." Proceedings of the 27th ACM SIGKDD
Conference on Knowledge Discovery & Data Mining. 2021.

Application 1: Learning Unbiased Sharing Behavior

The authors introduce two binary variables in their paper: “interestingness Rui € {0,

1} and exposure Oui € {0, 1}. Rui= 1(0) indicates u is interested (not interested) in i; Oui
= 1 denotes user u was exposed to fake news i and Oui = O, otherwise”.

In ideal scenario like random controlled trials, Rui should be independent to exposure
Oui . Thus, we have following equations:
Yui = Oui - Rui, (1)
P(Yui = 1) = P(Oui = 1) 'P(Rui = 1), (2)



Cheng, Lu, et al. "Causal understanding of fake news dissemination on social media." Proceedings of the 27th ACM SIGKDD
Conference on Knowledge Discovery & Data Mining. 2021.

Application 1: Learning Unbiased Sharing Behavior

However, due to modern recommendation

systems, P(Oui) may not be equal balanced (i.e., Confounder:
exposure probability is decided by user and Recommendation
System
news). Thus, the authors apply Inverse
Propensity Scoring to reweight the samples
involved in loss functions:
o 1 Yy P Treatment: Outcome: User
L(S) = D] Z @(1 - ﬁ)f(suzj) User Dissemination
PATY (wi,j) € Dpair ! Susceptibility to Fake News

Where u is a user, i is a positive news
(disseminated by user u), j is a negative news (not
disseminated by user u), and Oui is P(Oui=1) that
is estimated by a Propensity Score Model



Cheng, Lu, et al. "Causal understanding of fake news dissemination on social media." Proceedings of the 27th ACM SIGKDD
Conference on Knowledge Discovery & Data Mining. 2021.

Application 1: Learning Unbiased Sharing Behavior

(a) Recall@K with K=20,40,60,80.

K 20 40 60 80

BPRMF 12.36 22.18 31.10 39.51

BERMEN | 1d457T109% | Goqpllses | g4sg]104% | 45 o181

BPRMF-U | 14.781196% | 25657115.6% | 3491112.2% | 43 3110-4%

BPRMF-Neu | 14.90120-67 | 2583116-5% | 35 13113.0% | 43 55710.27%
(b) NDCG @K with K=20,40,60,80.

K 20 40 60 80

BPRMF 5.33 7.51 9.22 10.71

BPRME-N [ 6.39199% [ gggl102% | qp49119.8% | q307T11.5%

BPRMF-U | 6.54122.77% | g 92T18:8% 1 10,69715:9% | 13 21114.0%

BPRMF-Neu | 65312257 | 8.93118:9% | 19,71116-2% | 13 19713.8%
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Zhang, Yizhou, Defu Cao, and Yan Liu. "Counterfactual neural temporal point process for estimating causal influence of
misinformation on social media." Advances in Neural Information Processing Systems 35 (2022): 10643-10655.

Application of LLM: Estimate Misinformation Impact

Covariate: User’s
History Activity
Misinformation campaigns are manipulating Pattern
public opinions on hot-spot topics, e.g.
COVID-19 epidemic and vaccines.

. L . . Confounder:
To design mitigation strategies to reduce user SegariEr e
susceptibility to misinformation, we need to System
understand how misinformation influence
user beliefs and activities. /

Treatment: W ( Outcome: User’s
Exposure to =  Future Activity
a Tweet J L Pattern

Causal Inference on how a Tweet
influence user’s future activity



Zhang, Yizhou, Defu Cao, and Yan Liu. "Counterfactual neural temporal point process for estimating causal influence of
misinformation on social media." Advances in Neural Information Processing Systems 35 (2022): 10643-10655.

Application of LLM: Estimate Misinformation Impact

However, existing causal inference mainly tackle confounders of indicator variable
(e.g., isolation policy or not) or attribute data (e.g., patient’s condition). For such data,
we can easily calculate P(Treatment|Confounder) over all samples and reweight them

Confounder: Confounder:
Left or Right Patient’s
Government Condition
Treatment: Outcome: Treatment: Outcome:
Vaccination Infection Rate ICU or not Mortality
Example of Indicator Variable as Example of Attribute Data as

confounder confounder



Zhang, Yizhou, Defu Cao, and Yan Liu. "Counterfactual neural temporal point process for estimating causal influence of
misinformation on social media." Advances in Neural Information Processing Systems 35 (2022): 10643-10655.

Application of LLM: Estimate Misinformation Impact

But for social media data, the confounders

are hidden behind users’ history activities, Covariates:
which are Sequences of events attached with e o e
User’s Comments and Timestamp: Treatments: E Post Engage Post
pemerh | Siieg 3>
S = [(u1,t1), (uz, t2), (us,t3), - - (Un, tn)] Infﬁmml .0® Engage Engage Post
s — Sl

P(S) = P(u1,t1)P(ug, ta|u1, t1)P(us, ts|us, ta, ui, t1)...
Causal Structure Model: Describe the impact of a

whose probability is hard to estimate. Thus,  piece of information on user

balancing data with confounders hidden in

activity datais challenging to existing

balance methods.



Zhang, Yizhou, Defu Cao, and Yan Liu. "Counterfactual neural temporal point process for estimating causal influence of
misinformation on social media." Advances in Neural Information Processing Systems 35 (2022): 10643-10655.

Application of LLM: Estimate Misinformation Impact

To tackle this challenge, instead of balancing
data samples, we propose to learn a balanced

representation via LLM + Time Series Encoder:

e User'scomments are encoded by aLLM
and then forwarded into a Time Series
Encoder (like RNN) together with
timestamps.

e We then fine-tune the encoder to jointly
maximize the likelihood of observed data
and minimize the prediction accuracy of
treatment given the encoding H(x) (i.e.
making P(Treatment|H(Confounders)) =
P(Treatment)).

A(te|H(Tr U X)), p(fIH(Tr U X), 1),
A(t|H (X)) p(fIH(X),t) p(Tr|H(X))
*
Intensity Feature Treatment
Function Distribution Predictor
p 3 e
H(Tr U X) H(X) G
H g)
* *
[ Language and Time-Series Encoder (H) )
t* 3 *
Y, TruX) Y,ouXx) (Tr}x)
‘ -® o ® 7‘1»
Engage Post Post Engage  Post

Counterfactual Neural Temporal Point Process:
Estimating the impact of misinformation/information



Zhang, Yizhou, Defu Cao, and Yan Liu. "Counterfactual neural temporal point process for estimating causal influence of
misinformation on social media." Advances in Neural Information Processing Systems 35 (2022): 10643-10655.

Application of LLM: Estimate Misinformation Impact

Method Accuracy T | RAE | | RRSE | | Decoder Inference Time
FullyNN 73.0% 0.865 0.901 7.13ms
CNTPP-VAE (Approximation) 85.9% 0.279 0.503 4.05ms
CNTPP-VAE (Sampling) 87.8% 0.237 0.454 29.34ms
CNTPP(Ours) 88.0 % 0.234 0.448 7.12ms
Method MatDis| | LinCor?
Neural-CIP 0.90 0.04
FullyNN 0.93 0.236
CNTPP-VAE (Approximation) 0.84 0.303
CNTPP-VAE (Sampling) 0.76 0.287
CNTPP (Ours) 0.77 0.310




Roadmaps: What can we do for future?

Enabling Decoder-only LLM for causal learning:

In the aforementioned paradigm, we apply LLM as an encoder to encode the
text and timestamp. This is only applicable for Encoder-only (like BERT) and
Encoder-Decoder LLM (like T-5). However, Decoder-only LLM has recently
attracted more attention due to its stronger performance in text modeling.

Challenge: How to apply Decoder-only LLM for causal inference?
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Chen, Canyu, and Kai Shu. "Combating misinformation in the age of lIms: Opportunities and challenges." arXiv preprint
arXiv:2311.05656 (2023).

LLM-based Misinformation Detection

Please determine whether or not the following sentence is misinformation and give a
concise explanation: "Vaccines contain dangerous toxins like mercury and aluminum that

LLM’s strong capacity in tackling natural are harmfulto our bodies”
language inspired researchers to apply
LLM to detect misinformation. Existing S

works mainly apply the following three 1 Maeeiny: Sorme sceines b b contains campound called Bikheroel whict Sreaks

down to ethylmercury in the body. Ethylmercury is different from methylmercury, the toxic

types Of pa ra d igm tO a p p | y L L M i n form that accumulates in fish. Ethylmercury is broken down and excreted from the body

much more quickly than methylmercury, and extensive studies have shown no evidence of

. . . .
m | S | nfO r m at | O n d ete Ct | 0 n : harm at the doses used in vaccines. Furthermore, thimerosal has been removed from or

reduced to trace amounts in all vaccines routinely recommended for children 6 years of age

The sentence "Vaccines contain dangerous toxins like mercury and aluminum that are
harmful to our bodies" is misleading and contains elements of misinformation. Here's a

and younger, with the exception of some flu vaccines (and even in those, thimerosal-free

1. Detection with Internal Knowledge o

2. Aluminum: Aluminum salts are used as adjuvants in some vaccines to help boost the body's

H H immune response. The cob of aluminum used in vaccines are small and are considered safe
2' DeteCtlon Wlth EXternal KnOWIedge based on extensive research. In fact, infants are exposed to more aluminum in their diet
3. LLMas asupporter

(breast milk, formula, or food) during the first six months of life than they are from vaccines.

It's essential to rely on well-conducted scientific research when evaluating the safety and
components of vaccines. The quantities and forms of substances used in vaccines are

carefully selected and reviewed for safety.



Caramancion, Kevin Matthe. "Harnessing the power of ChatGPT to decimate mis/disinformation: Using ChatGPT for fake news
detection." 2023 IEEE World Al 1oT Congress (AlloT). IEEE, 2023.

Misinformation Detection via Internal Knowledge

H 4 Isit true that An email from Dr. Anthony Fauci shows "everyone was lied to" about wearing

The mOSt Stralghtfo rwa rd Way to deteCt : masks to prevent the spread of COVID-19. Yes or no?

misinformation with LLM is to attach a

We | | _d es ig n ed ﬁ Xed p r‘o m pt O nto th e No, it is not entirely true that "everyone was lied to" about wearing masks to prevent the
spread of COVID-19. While there was some initial confusion and conflicting guidance

CO nte nt Of m iS i nfo r m atio n a n d fo rwa rd about mask-wearing early in the pandemic, the scientific consensus eventually became

. .. clear that masks are effective in reducing the spread of COVID-19.

them into LLM to make decisions. The _ _ A .
In regards to the email from Dr. Anthony Fauci, some of his early emails from the

L LM Wi I I use itS Ia ngu age ca pacity a nd beginning of the pandemic were released under a Freedom of Information Act request,
and in some of those emails, he did express skepticism about the effectiveness of masks

its interna I knowledge acq u i red fro m in preventing the spread of COVID-19. However, it's important to note that at the time,
there was limited data on COVID-19 and how it spread, and the understanding of the virus

p re_tra i n i ng CO rpus was evolving rapidly. As more data became available, Dr. Fauci and other public health

officials updated their recommendations on mask-wearing based on the most current

science.

Therefore, while there was some confusion and changing guidance early in the pandemic,

it is not accurate to say that "ever rearing masks to prevent the
‘> Regenerate response




Huang, Yue, and Lichao Sun. "Harnessing the power of chatgpt in fake news: An in-depth exploration in generation, detection and
explanation." arXiv preprint arXiv:2310.05046 (2023).

Misinformation Detection via Internal Knowledge

Such paradigm is applicable when:

1. The misinformation can be

recognized linguistically (e.g.,

emotional bias and internal
contradiction) rather than
factually

2. The associated fact has been
covered by the pre-training
and fine-tuning corpus (like
urban legends)

Option  Reason Description

A Emotional bias or misleading intent ~ This explanation suggests that fake news is characterized by an emotional
bias, which can include an excessively aggressive portrayal of a subject or
an attempt to manipulate readers to achieve a hidden agenda.

B Lack of evidence or credible sources ~ This reason indicates that fake news lacks credible evidence to support its
claims.

C Conflicting facts This reason suggests that fake news conflicts with established facts, such as
wrong information about people or events.

D Informal statements, expressions, or ~ This reason highlights that the language used in fake news may not be formal,

vague language or may be vague or ambiguous.

E Insufficient supporting materials This reason indicates that although the news may have mentioned the source
of an event or provided relevant evidence, the evidence is not sufficient to
support its claims.

F Lack of context or taken out of con-  This reason indicates that fake news may lack relevant context, such as

text comments, retweets and user information that provide additional information.

G Misinterpretation or misquotation This reason suggests that fake news may misinterpret or misquote facts,
leading to inaccurate or false claims.

H Oversimplification or exaggeration  This reason highlights that fake news may oversimplify or exaggerate infor-
mation, leading to false claims.

I Doctored images or videos This reason indicates that the images or videos mentioned in the news text
may be altered or misrepresented, making them untrustworthy.

J Other ChatGPT must specify a reason if the above options don’t match its answer.




Huang, Yue, and Lichao Sun. "Harnessing the power of chatgpt in fake news: An in-depth exploration in generation, detection and

explanation." arXiv preprint arXiv:2310.05046 (2023).

Misinformation Detection via Internal Knowledge

However, sometimes ChatGPT can
not respond correctly or clearly.

Researchers make statistics on the
misinformation samples from
different datasets that ChatGPT
gives “unclear” response. They
require ChatGPT to make a choice
within 4 reasons why they refuse to
provide clearly response.

7

A: External knowledge refers to factual infor-
mation, expert suggestions, or data reliability.
B: Multimodal information includes images,
videos, or audio.

C: Context information encompasses com-
ments, reposts, post time or post location.

D: Speaker’s information includes user ac-
tions, information from social media ac-
counts, or the user’s history of posts.




Huang, Yue, and Lichao Sun. "Harnessing the power of chatgpt in fake news: An in-depth exploration in generation, detection and
explanation." arXiv preprint arXiv:2310.05046 (2023).

Misinformation Detection via Internal Knowledge

Dataset A B C D AB AC AD BC BD CD
(w/o) | 27.27 1.1 16.22 392 499 499 250 2.67 1.97

CHINESE RUMOR )
(w/) 35.03 12.69 18.78 1.52 3.55 508 0.51 1.52 1.02
o (w/o) 31.76 7.03 18.46 1.98 6.37 7.36 1.65 0.99 3.08
(w/) 31.76 12.83 17.35 2.80 487 6.24 1.50 1.28 1.94
(w/o) 30.10 14.26 14.85 238 416 7.32 1.98 1.78 1.39

WEIBO21

(w/) 34.21 12.39 17.63 279 471 5.41 1.22  0.87 1.5/
CoviD-19 31.43 12.56 17.46 292 514 6.19 1.46 1.29 2.22
FAKENEWSNET 29.97 11.36 17.98 3.47 6.31 5.99 1.26 1.26 347
KAGGLE 22.59 14.81 21.85 296 296 444 259 3.35 2.23
TWITTER15&16 28.90 12.93 20.15 1.90 6.08 5.70 1.52 2.66 2.28

Option A (Requiring external knowledge) is always a dominant reason across different

dataset with different languages



Abdelnabi, Sahar, Rakibul Hasan, and Mario Fritz. "Open-domain, content-based, multi-modal fact-checking of out-of-context images
via online resources." Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. 2022.

Misinformation Detection via External Knowledge

To incorporate external knowledge with LLM-based misinformation detection,
researchers propose to borrow the idea in retrieval augmented generation:

Q: Does this caption match its ?

A V4 | Step2
ool. e
> [): Let's find out! N

consistency

Text-text
consistency
[ David Cameron speaks ]

during a campaign visit to N Step 2 (7 1\
\ Frinton-on-Sea Essex /

‘Jamaica Labour Party', 'United Kingdom', '‘Economy’,
'Prime minister’, '2020 Jamaican general election’,'General election’

[David Cameron', 'Tony Blair', "Andrew Holness', 'Jamaica’, ]

« David Cameron speaking in Kingston, Jamaica.

« David Cameron addressing Jamaica's parliament.

« Jamaican election: Labour Party wins narrow victory.

+ Jamaica accuses David Cameron of misrepresenting prisoner deal.

N
Ground truth: Falsified o ton =N Textual evidence \_/ | |Step 1 é
AV4 consistency =
ool. PP
b Fastfled.‘: \

Query caption




Zhang, Xuan, and Wei Gao. "Towards LLM-based Fact Verification on News Claims with a Hierarchical Step-by-Step Prompting Method." Proceedings of

the 13th International Joint Conference on Natural Language, 2023.

Misinformation Detection via External Knowledge

The central idea of such
retrieval-augmented (or
search-augmented) detection
paradigm generally convert the
content to be verified as a series
of queries. After that, the model
call an APl to acquire relevant
documents from a database or
Internet as augmented context
for verification.

Decomposition
(Level 1)

Step-by-Step
Verification
(Level 2)

Generation

\(@ )

F inalr
Prediction

| 1o vefify subclaim 1, a fact-checker will go through a stép:b;/-;tei) ;;rocess to ask and answer

[

Claim: Donald Trump has said he lov

~

[K-shot Demonstration Examples are omitted here for space. ]

war. "including with nukes."

A fact checker will decompose the claim into 2 subclaims that are easier to verify:
1. Donald Trump has expressed a love for war.
2. Donald Trump has expressed a love for nuclear wars.

a series of questions relevant to its factuality. Here are the specific steps he/she raise each
question and look for an answer:
Question: Has Donald Trump expressed a love for war?
Tell me if you are confident to answer the question or not. Answer with ““yes" or *'no’’: No.
Answer: [...]Donald Trump said “I'm really good at war. I love war in a certain way. But
only when we win." [...]
Question: In what context did Donald Trump express a love for war?
Tell me if you are confident to answer the question or not. Answer with "“yes" or "'no”: No.
Answer: [...] after he said that former Iraqi President Saddam Hussein claimed to have ~ _/
weapons of mass destruction as a strategy “to scare” Iran. [...]
To verify subclaim 2, a fact-checker will go through a step-by-step process to ask and answer
a series of questions relevant to its factuality. Here are the specific steps he/she raise each
question and look for an answer:
Question: Has Donald Trump expressed a love for war including nukes?
Tell me if you are confident to answer the question or not. Answer with “‘yes" or "'no”’: Yes.
Answer: No. The voices talking up dangers of nuclear war include Trump.
Question: What was the context Trump express ‘including nukes’?
Tell me if you are confident to answer the question or not. Answer with ““yes" or "'no”: No.
Answer:[...] Trump suggested that Japan might need to acquire nuclear weapons to defend ,/
against neighboring North Korea [...]

Among [/abel ser], the claim is classified as half-true.

- J

External
Knowledge

Web
Search



Hu, Beizhe, et al. "Bad actor, good advisor: Exploring the role of large language models in fake news detection." Proceedings of the AAAI Conference on
Artificial Intelligence. Vol. 38. No. 20. 2024.

Misinformation Detection with LLM as Supporters

LLM,S great Ca paCIty in E' [Label: FAKE] Detailed photos of Xiang Liu's tendon surgery exposed. Stop
. complaints and please show sympathy and blessings!
general-purpose incontext

|earning enable it to aCQUire [News] # Large The answer is real. 1
+ [Promptlng] Language Model
knowledge from few samples.

(b) [News] - Commonsense: Real surgery
However, in some cases, we may + [Perspective- Large e e g eposed..
specific Language Model language is emotional and
expect to learn a more targeted e tries to attract audience...
misinformation detector on a ‘ !
middle-scale dataset while Small Bt
[News] — i e Prediction: FAKE

preserving the knowledge in LLM



Hu, Beizhe, et al. "Bad actor, good advisor: Exploring the role of large language models in fake news detection." Proceedings of the AAAI Conference on
Artificial Intelligence. Vol. 38. No. 20. 2024.

Misinformation Detection with LLM as Supporters

In such as case, we can apply LLM as an advisor to generate rationales for a small
language model. Then we can fine-tune the small language model to learn from the
LLM rationales:

(a) Representation (b) News-Rationale Collaboration (c) Prediction

I 1
m ] I
.E 3 z| =1 i |
3 I i l Feature
| &3 * i Attention | Ml
Content | ® © /
News Item =S I—|—I
|
| News-Rationale
1 Interactor ft—»x | ft—>x
1
: Rationale Usefulness | 777" !
- : I fx—m Evaluator "__L_F_.t_

Textual | LLM Judgment

Description 1 Predictor
Rationale

@ Rationales

LLM
Rationales

Japoou3
ajeuoney

News-Rationale

1
| Interactor | fc—>x c_)x L2Zce
i
Rationale Usefulness |, 7777} i Vector/
| froe Evaluator |7 Tifec ‘ |:] Matrix
‘I om0 ————— 0 oo 1
Commonsense: LL'\: Jl:ﬁgtment ______________________________ ! S Module
4 ! oo e e s n s e s e s e Ll 1] —
1 ARG Network Sotches e i ! Loss

........

1 ARG-D Network initialized from (d) Distillation for Rationale-Free Model initialized from
module in (a) module in (c)

News Rationale-Aware . a HE -
News tem t'x> Encoder X Feature Simulator - -P'___LJ_P_‘




Zhang, Xuan, and Wei Gao. "Towards LLM-based Fact Verification on News Claims with a Hierarchical Step-by-Step Prompting Method." Proceedings of
the 13th International Joint Conference on Natural Language, 2023.

Misinformation Detection with LLM as Supporters

Chinese English
Model
maCFl ACC. Fll'eal Flfake maCFl ACC. Flreal Flfake
G1: LLM-Only GPT-3.5-turbo 0.725 0.734 0.774 0.676 0.702 0.813 0.884 0.519
Baseline 0.753 0.754 0.769 0.737 0.765 0.862 0.916 0.615
G2: SLM-Onl EANNT 0.754 0.756 0.773 0.736 0.763 0.864 0.918 0.608
’ ““NY" publisher-Emo 0.761 0.763 0.784 0.738 0.766 0.868 0.920 0.611
ENDEF 0.765 0.766 0.779 0.751 0.768 0.865 0.918 0.618
Baseline + Rationale 0.767 0.769 0.787 0.748 0.777 0.870 0.921 0.633
SuperICL 0.757 0.759 0.779 0.734 0.736 0.864 0.920 0.551
ARG 0.784 0.786 0.804 0.764 0.790 0.878 0.926 0.653
G3: LLM+SLM (Relative Impr. over Baseline) (+4.2%) (+4.3%) (+4.6%) (+3.8%) (+3.2%) (+1.8%) (+1.1%) (+6.3%)
' w/o LLM Judgment Predictor 0.773 0.774 0.789 0.756 0.786 0.880 0.928 0.645
w/o Rationale Usefulness Evaluator (.781 0.783 0.801 0.761 0.782 0.873 0.923 0.641
w/o Predictor & Evaluator 0.769 0.770 0.782 0.756 0.780 0.874 0.923 0.637
ARG-D 0.771 0.772 0.785 0.756 0.778 0.870 0.921 0.634

(Relative Impr. over Baseline) (+2.4%) (+2.3%) (+2.1%) (+2.6%) (+1.6%) (+0.9%) (+0.6%) (+3.2%)




Challenges in LLM-based Misinformation Detection

In the above three paradigms of LLM-based Misinformation Detection, there
are still challenges:

Reliable Real-time Data Retrieval:

When detecting misinformation related to breaking news, LLM requires
external knowledge to make prediction. However, acquiring reliable
external knowledge is challenging because it requires real-time
verification to the retrieved data.

Challenge: How to construct reliable external knowledge base in real
time?




Challenges in LLM-based Misinformation Detection

In the above three paradigms of LLM-based Misinformation Detection, there
are still challenges:

Multimodal Context from Retrieval:

When detecting misinformation, useful retrieval responses may contain
multimodal data. Unlike classical Retrieval Augmented Generation
where multimodal information mainly refer to vision data, in Retrieval
Augmented Misinformation Detection, Structured data, like
Graph-structured data (e.g., social network structure) and Table data
(such as Financial Statements) will be as important as vision data.

Challenge: How to enable LLM to reason on context with such data?




Chen, Canyu, and Kai Shu. "Combating misinformation in the age of lims: Opportunities and challenges." arXiv preprint arXiv:2311.05656 (2023).
Chen, Canyu, and Kai Shu. "Can lIm-generated misinformation be detected?." arXiv preprint arXiv:2309.13788 (2023)

Challenges in LLM-based Misinformation Detection

In the above three paradigms of LLM-based Misinformation Detection, there are
still challenges:

e Prompting and Reasoning Strategy for Misinformation Detection:

Existing works have shown that differences in prompting and reasoning
strategy have significant performance gap in misinformation detection. For
example, Chain-of-Thoughts can increase the performance for different
kinds of LLM, including ChatGPT and LIaMa.

Challenge: How to develop more effective prompting and reasoning
strategy targeting on misinformation detection?




Large Language Model
and Misinformation

Detection

e Introductionto LLM-based
Misinformation Detection

e Real-time Dataset Construction
Incorporate LLM with Structured
Modality Data

e Prompting and Reasoning Strategy
for Misinformation Detection

&

Eliot Higgins @EliotHiggins - Mar 20
Making pictures of Trump getting arrested while waiting for Trump's arrest.

O 18K

T 76K

Q 39K

thi 6.7M

A

(3



Sharma, Karishma, et al. "Covid-19 on social media: Analyzing misinformation in twitter conversations." arXiv preprint arXiv:2003.12309 (2020).

Data Collection on Emerging Events

To assist LLM to tackle emerging events happening later than its training, we
need real-time data collection to construct reliable external knowledge base.

However, we are confronted of challenges:

Lack of Reliable News Resource:
In the early stage of news
propagation, only very a few
medias can acquire reliable
information from their frontline
reporter

High Cost in Human Verification:

To verify the information in real
time, we need a lot of human
verifiers.

USC Melady Lab

Coronavirus on Social Media: Misinformation Analysis

The 'infodemic' on Social Media impacts health and welfare of
society, both at a local and global scale. We identify unreliable,
misleading and clickbait information shared on Twitter to
combat misinformation on Coronavirus from Mar 1- Apr 11.

List of Tweets on date | 2020-04-11 ¢

Website Type Twitter
Select +  Tweet Link
conspiracy- Convicted Murderer Re-Arrested After Being Freed from Prison Over Coronavirus - https://t.co/hL6svBAQeT {4 Via  link

[2020-04-11T00:04:27]

conspiracy- 150 Members of Saudi Arabia Royal Family are Infected with Coronavirus - https://t.co/Yw4cvSYisX {4 Via - link
iable-bi [2020-04-11T00:05:03]

unreliable MORE FRAUD EXPOSED: Washington State Coronavirus Field Hospital Will Be Dismantled Without Treating a Single  link
Patient https://t.co/QQmLjbo5kR [2020-04-11T00:05:46]



Sharma, Karishma, Emilio Ferrara, and Yan Liu. "Construction of large-scale misinformation labeled datasets from social media discourse using label
refinement." Proceedings of the ACM Web Conference 2022. 2022.

Real-time External Knowledge Base Construction

To tackle the aforementioned challenges, researchers developed real-time
algorithm to construct Large-Scale Misinformation Labeled Datasets based on
Human-Computer Collaboration:

ews Source High label entro
Credibility Hig py) 1 & Relabel /
Weak ~——__ Self-Supervision -
labels A ™\
[ \ ] {False, Mostly false, Mixture, Unproven}
Tweets Detection Model {True, Mostly true, Debunk}
[
{Unreliable/Conspiracy/Reliable} - > Tweets Clss Rrottypes (kNH)
(Low label entropy) =
( Social Context \ A .
a) 88/8 Extracted representationk"‘? i g’
&fgg& {False, Mostly false, Mixture, Unproven}

;/ {True, Mostly true, Debunk}



Sharma, Karishma, Emilio Ferrara, and Yan Liu. "Construction of large-scale misinformation labeled datasets from social media discourse using label
refinement." Proceedings of the ACM Web Conference 2022. 2022.

Real-time External Knowledge Base Construction

Experiment results show that such human-computer collaboration loop can
significantly improve the labeling accuracy

Experiment AP AUC F1 Macro F1
Weak labels 0.722 +0.03 0.876 £ 0.01 0.774+0.02 0.812 + 0.01
Self-training (iteration 1) 0.768 +£ 0.01  0.888 +0.0  0.812+0.01 0.842 + 0.01
Self-training (iteration 2) 0.775 £0.02 0.891+0.0 0.811+0.01 0.842 + 0.01
Social-context only 0.764 + 0.02  0.891 +£0.01 0.810+0.01 0.837 £ 0.01
Social+Detection model 0.785 +0.02 0.895 £+ 0.0 0.813 + 0.01 0.842 + 0.01
Social+Detection (+label correction) 0.800 + 0.01 0.895 + 0.0 0.818 + 0.01 0.845 + 0.01
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(Semi-) Structured Data are Ubiquitous

Structured data, like Graph-structured data (e.g., social network structure and
knowledge graph) and Tabular data (such as Financial Statements) widely exist
on Internet and various databases for retrieval:

e Tabular Data
o Widely used in relational databases, and spreadsheet applications
o Basicdatastructure for data analysis
e GraphData
o Ubiquitous in real world, e.g., knowledge graph and citation network
o Basicdatastructure to representing complex relationships



LLM Meets Structured Data

To apply structured data for misinformation detection, we need to tackle the

following scenarios:

Los Angeles Lakers [ccit]

The valry Betiesn (e Lakers and Mavericks began in the 19605 during the Lakers’ Showtime 24, 1n the
aver the Maverizes In the Westem Conferznce Seml-finals with the serfes 4-1. In 1986, they met agaln In ¢
the scrics 4-2.In the 1938 N the
the Western Conference finals and eventually becarme 1
the two-time defending cnampions Lakers In the seml-final
NBA Finals. In Gome 2 of the 2011 NBA playois R
tor

. the Lakers won

B4 NBA pl
semi-finals and the Lakers won
fending champions, defeated the Mavericks in a seven- game serics in
biack champions after win NBA Finals. 1n 2011, the Mavericks met
 rejectad thelr three-cest by sweeping them In four games and eventuzlly
Artest was ciected for hitting 1 1 Barca and suspended for Game 3. In Game 4,
hing Dirk Nowitzii and then Andres Uy was ejécted for elbowing 1. . larea, Goth players

fiagrant foul 2. After the 2011 NBA iockout, Lamar Odom was sent to the Mavericks after he requested o leave the Lakers due to
Chris Poul trode. Andrew Bymum made a formal apclogy for whot he did to Barea before the start of the following scas

5, the Lakers, who w

celved

Season-by-season record [}

eteet by the Mavericks. For (e

ppess)

20d, Southwest
2020-21 (72 42|30 583 | 1st Southwest
2021 22|82 52|30 634 | 2nd, Southwest
202223(82 38|44 463 | rd Southwest

2073-24|82 50|32 $10 | 1, Southwe

st In first round, 34 (Clippers)

tin confercnce finals, 14
id not quality

Varriors)

Wiki Page with Table

Text & Structured Data appears
simultaneously as context
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LLM Meets Structured Data

e The main challenge we are confronted are brought by the difference
between Plain text vs. Structured data:
o LLM pertained by plain text
o Can LLM understand structured data?
o How to input structured data to LLM?

What we see: What LLM see:

<s> | Name | Height | Weight |<@x@A>|-——|-—|-——|<0x0A>| Tom |
Name Height Weight

5 feet 7 | 130 lbs |<@x@A>| Jane | 4 feet 9 | 90 1bs |<@x0A>|
Tom 5 feet 7 130 Ibs Mike | 6 feet 1 | 150 1bs |<@Ox0A>| Lana | 5 feet 6 | 123 lbs |
Jane 4 feet 9 90 Ibs 91, 4076, 765, 22147, 765, 16923, 9432, 91, 4521, 91, 4521, 91, 4521, 7511, 91,

8529, 765, 220, 20, 7693, 220, 22, 765, 220, 5894, 29160, 9432, 91, 22195,
Mike 6 feet 1 150 Ibs 765, 220, 19, 7693, 220, 24, 765, 220, 1954, 29160, 9432, 91, 11519, 765,

220, 21, 7693, 220, 16, 765, 220, 3965, 29160, 9432, 91, 95887, 765, 220,
Lana 5feet 6 123 Ibs 20, 7693, 220, 21, 765, 220, 4513, 29160, 765



LLM Meets Structured Data

e The main challenge we are confronted are brought by the difference
between Plain text vs. Structured data:
o LLM pertained by plain text
o Can LLM understand structured data?
o How to input structured data to LLM?

e Semantic reasoning vs. Symbolic reasoning
o LLM modeled through probabilistic models, which have uncertainty
and unavoidable hallucinations
o Analysis on structured data is deterministic and often involves
numerical calculations
o Can LLM work well on such structured data analysis?



LLM Meets Structured Data

e LLMwith Tabular data
o Table input design for better LLM understanding
o LLM for reasoning on tabular data
o LLMwith Graphdata
o Graph input design for better LLM understanding
o LLM forreasoning on graph data (e.g. Knowledge Graph)



LLM Meets Structured Data

e LLMwith Tabular data
o Table input design for better LLM understanding
o LLM for reasoning on tabular data
o LLMwith Graphdata
o Graph input design for better LLM understanding
o LLM forreasoning on graph data (e.g. Knowledge Graph)



Yuan Sui, et al., Table Meets LLM: Can Large Language Models Understand Structured Table Data? A Benchmark and Empirical Study. WSDM’24
Yuan Sui, et al., TAP4LLM: Table Provider on Sampling, Augmenting, and Packing Semi-structured Data for Large Language Model Reasoning. arXiv:

2312.09039

Table input design for better LLM understanding

SUC Benchmark

Structural Understanding Capabilities

L Stages W L Capabilities ] L Tasks
Structural Description o
Detection Table Partition
Partition &
Parsing Table Size Detection
Format Understanding
Hierarchy Detection
Grounding/Locating Cell Lool(ggk ﬁpReverse
Search &
Retrieval
Operation Reasoning Column & Row Retrieval

Figure 1 (a). SUC Benchmark Overview

Input Designs

Partition Mark

Serialization “

Role Prompting

Order
Permutation

Format
Explanation

NL+Sep

Markup Lan.

HTML

XML

Markdown

Figure 1 (b). Input Designs for SUC Evaluation



Yuan Sui, et al., Table Meets LLM: Can Large Language Models Understand Structured Table Data? A Benchmark and Empirical Study. WSDM’24

Yuan Sui, et al., TAP4LLM: Table Provider on Sampling, Augmenting, and Packing Semi-structured Data for Large Language Model Reasoning. arXiv:
2312.09039

Table input design for better LLM understanding

e Insights and findings
o LLMs have a basic understanding of table structures but are far from
perfect, even in straightforward tasks like detecting the number of
columns and rows
o Choosing the right combination of input designs can significantly
enhance LLMs’ understanding of structured data.

Table Partition Cell Lookup Reverse Lookup  Column Retrieval =~ Row Retrieval Size Detection ~ Merged Cell Detection

Format Acc GPT4 Acc GPT4 Acc GPT-4 Acc GPT4 Acc GPT4 Acc GPT-4  Acc GPT-4

NL +Sep  93.00% 96.78% 39.67% 72.48% 52.00% 59.12% [[60:67% 66.32% 31.00% 48.67% 42.00% 73.12% 71.33% 74.98%
Markdown 9233% 98.32%  43.33% 71.93% 51.00% 57.32% 3533% 60.12% [4233% 49.98% 40.67% 82.12% [78:00%  82.64%
JSON 94.00% 97.12% 42.67% 68.32% |5433% | 58.12% 54.33% 6432% 29.00% 48.32% 42.67% 76.43% 73.33% 78.98%
XML 96.00% 97.64% 43.33% 72.28% 60.32% 41.33% 68.28%  41.00% 50.28% 43.67% 80.21% 75.00% 80.32%

HTML | 96.67% 98.32% | 44.00% 73.34% 4733% 59.45% [63:33% 69.32%  42.00% 50.19% [67.00% 83.43% 76.67% 81.28%




Yuan Sui, et al., Table Meets LLM: Can Large Language Models Understand Structured Table Data? A Benchmark and Empirical Study. WSDM’24

Yuan Sui, et al., TAP4LLM: Table Provider on Sampling, Augmenting, and Packing Semi-structured Data for Large Language Model Reasoning. arXiv:
2312.09039

Table input design for better LLM understanding

e Improved performance with self-augmented prompting

Intermediate Output

The table contains... Antoine Salamin's
results in... from 1983 to 1989. The most
critical values in the table are the number of
races. The range of races is from 1 to 4....
The range of podiums is from 0 to 3... The

_range of points is from 3 to 42...

J

5 N
78 \

/

\

/ / \, \\
A ||
, >

Final Output
In 1989, Antoine Salamin drove a Porsche
962C for the Swiss Team Salamin, powered
by a Porsche turbo Flat-6 engine. He
competed in two races, achieving one
podium and 17 points, finishing 7th overall.

4

4 Title: Antoine Salamin
Year Team Driver Races .. Pos
1983 | Swit... | Antoine... | 1 29th
1989 | Swit... | Antoine... | 2 7th
Table & Other info

N\

i 1st <request>

Identify critical values and ranges of the table

|

2nd <request>
Generate NL description for highlighted parts

]




LLM Meets Structured Data

e LLMwith Tabular data
o Table input design for better LLM understanding
o LLM for reasoning on tabular data
o LLMwith Graphdata
o Graph input design for better LLM understanding
o LLM forreasoning on graph data (e.g. Knowledge Graph)



LLM for reasoning with Tabular Data

NL St. Louis Cardinals vs. AL Milwaukee Brewers in 1982 World Series

Game Date Score Location Time Attendance
1 12-Oct  Milwaukee Brewers — 10, St. Louis Cardinals — 0  Busch Stadium 02:30 53,723
2 13-Oct  Milwaukee Brewers — 4, St. Louis Cardinals —5  Busch Stadium 02:54 53,723
3 15-Oct  St. Louis Cardinals — 6, Milwaukee Brewers —2  County Stadium 02:53 56,556
4 16-Oct  St. Louis Cardinals — 5, Milwaukee Brewers —7  County Stadium 03:04 56,560
5 17-Oct  St. Louis Cardinals — 4, Milwaukee Brewers —6  County Stadium 03:02 56,562
6 19-Oct  Milwaukee Brewers — 1, St. Louis Cardinals — 13  Busch Stadium 02:21 53,723
7 20-Oct  Milwaukee Brewers — 3, St. Louis Cardinals —6  Busch Stadium 02:50 53,723

Entailed Statement: The game on October 16 be the longest game in the 1982 world series
Refuted Statement: The game on October 16 be the only game longer than 3 minute in the 1982

world series



Semantic reasoning vs. Symbolic reasoning

.
m = Please give your judgment for the statement based on the table.

Semantic
@ S The statement is correct/incorrect because Reasoning
o,
m mmmm Please write SQL for answering the question based on the table.

Symbolic
@ s Reasoning



Symbolic Reasoning with Tabular Data

Please write SQL for answering the question based on the table meta information.
The question is whther the game on October 16 be the longest game in the 1982
world series. The table title is NL St. Louis Cardinals vs. AL Milwaukee Brewers in
1982 World Series and has the following columns: Game, Date, Score, Location, Time
and Attendance.

sql

SELECT MAX(Time) AS longest_game_duration
FROM world_series_1982;

SELECT

WHEN Time = (SELECT MAX(Time) FROM world_series_1982)

THEN 'Yes, the game on October 16 was the longest game in the 1982
World Series.'

ELSE 'No, the game on October 16 was not the longest game in the 1982
World Series.'

END AS answer

FROM world_series_1982
WHERE Date = '1982-10-16"';




LLM Meets Structured Data

e LLMwith Tabular data
o Table input design for better LLM understanding
o LLM for reasoning on tabular data
o LLMwith Graphdata
o Graph input design for better LLM understanding
o LLM forreasoning on graph data (e.g. Knowledge Graph)



Jiayan Guo, et al., Gpt4graph: Can large language models understand graph structured data? an empirical evaluation and benchmarking.
arXiv:2305.15066

Graph input design for better LLM understanding

e Graphdatawith LLMs

Graph Description Languages

|:> Edge List Ad|:ce'ncy GraphML

* @
@ ®
0 v ) ¢ Collabora_ti—o_n Network Query
P 4 What is the clustering
e, Y . @ O coefficient of node A ?
0 @
Knowledge Graph <:>><%>
Of ‘ | Answer
...... == LLMs C> The clustering coefficient
of node A is 0.167
Moleculer Graph




Graph input design for better LLM understanding

Graph understanding tasks

Size Detection

Degree Detection

Edge Detection

KGQA

GQL Generation

e

e
)

™

The
Robert Terminal
Zemeckis di B
I5,
Forest
o Gump oy 7
/ 2,
= Tom
us. Hanks

Query: The director who directs
Forest Gump also direct what?

Answer: Back to the Future

Query: The director who directs Forest Gump
also direct what? Use Cypher to answer

Answer: MATCH (m1)-[is directed by]->(d)-[direct]->(m2)
ETURN m2

8
H/F/g
n"'s

/
S~ \ \ \
s 2@
5 nodes o
4 Edges Degree 3 has an edge
Tile | *Chaathentonuiy
Graph v;nrwulunonai / \
lable T
in C = b 4
supervised learning ...
Abstract related methods by a
significant margin Diameter 3 Clustering: 0.33
Atrribute Retrieval Diameter Clustering

Query: What is the class of node C? Use
Abbreviation to answer.

Answer: CS.Al

Query: Is this molecule active with H3C4 ?

Answer: No.

Node Classification

Graph Classification




Graph input design for better LLM understanding

e Improved performance with self-augmented prompting

Instructor:
You are a brilliant graph master that can handle anything
related to graphs like retrieval, detection and classification.

<?7xml version='1.0' encoding='utf-8'7>
<graphml xmlns="http://graphml.graphdrawing.org/xmins">
<key id="relation" for="edge" attr.name="relation" attr.type="string" />
<key id="title" for="node" attr.name="title" attr,type="string" />
<graph edgedefault="undirected">
<node id="P357">
<data key="title">statistical anomaly detection via composite hypothesi models</
data>
</node>
<node id="P79639">
<data key="title">universal and composite hypothesis testing</data>
</node>
<edge source="P357" target="P79639">
<data key="relation">reference</data>
</edge>
</graph>
</graphml>

Context: XXXXXX

What is the clustering coefficient of node P357 ?

New Contexts:

Node P357 has 4 neighbors, where each of which
are about anomaly detection with statsitical
models. The whole graph contains 5 nodes and 10
edges and describes the citation relations. .......

Generate
New Contexts

> | ums

P

Generate
Final Output

=>

Final Output:

The clustering coefficient of a node is the ratio of the
number of closed neighbors and all possible closed
neighbors. To compute the clustering coefficient of node
P357, we fisrt know that node P357 has 4 neighbors
that is there are totally 6 possible triangles between
them. Among these neighbors, there are only 2 of them
connected with each other, which forms one triangle.
Thus the clustering coefficient of node P357 is 1 / 6 =
0.167.




Graph input design for better LLM understanding

Table 1: Experiments on Graph Structural Understanding on OGBN-ARXIV. ACC indicates average accuracy ovi
samples, while A indicates the difference of variants with the 1-shot setting. - denotes that the input format do n
contain corresponding information.

Size Detection Degree Detection Edge Detection Attribute Retrieval  Diameter Clustering

. InputDesign oo A ACC A ACC A ACC A ACC A ACC A
1-shot 3550 0.00 1521  0.00 6545 0.00 B E 2800 000 542 0.00

y 1-shot-cot 4400 +8.50 1458 -0.63 6525 -0.20 . - 2400 -4.00 1.85 -3.57

Adjacency /o format explanation 33.00 -025 1634  +1.13  57.50 -8.25 . s 18.00 -10.00 5.19 +3.43
List wlorole prompting  36.60 +1.10 1570 4049 5500 -1045 - = 2000 -8.00 471 -023

wlo change order ~ 14.00 -21.50 2628 +11.07 5120 -1425 - - 30.00 +2.00 14.92 -9.50

w/o 1-shot 33.00 -250 17.18 +197 7190 -6.45 2 - 2200 -6.00 7.85 +243

1-shot 2250 000 4487  0.00 7460 0.00 - - 4300 0.00 1331 0.0

1-shot-cot 27.00 +4.50 48.65 +3.78 7470 +0.10 - . 4100 -2.00 1133 -1.98

Edge List Ww/o format explanation 25.00 +2.50 47.86 +2.99 7155 -3.05 - - 36.00 -7.00 18.11 +4.80
wlorole prompting ~ 18.00 -4.50 47.64 +2.57 7170 -2.90 - - 39.00 -4.00 13.63 +0.35

w/o change order 9.00 -13.50 2048 -2339 79.60 +5.00 - - 10.00 -33.00 20.06 +7.05

w/o 1-shot 23.00 +0.50 4934 +4.47 8095 +6.35 = : 3400 9.00 19.16 +5.84

1-shot 5450 0.00 2091 0.00 5045 0.00 83.40 0.00 3700 0.00 436 0.00

1-shot-cot 5550 +1.00 2076 -0.15 50.10 -0.35 83.30 -0.10 2800 -9.00 095 -341

GML  Ww/o format explanation 55.00 -0.50 29.06 +8.15 50.00 -045 8597 +2.57 41.00 +4.00 1271 +835
w/o role prompting  54.50 -0.50 29.79  +8.88  50.00 -0.45 84.50 +0.10 3500 -2.00 696 +2.60
w/o change order ~ 51.50 -3.00 21.16 +0.24 5565 +5.20 83.56 +0.16 39.00 +2.00 525 +0.89

w/o 1-shot 5400 -0.50 19.85 -1.06 5025 +0.20 83.22 -0.18 4200 +5.00 539 +1.03
1-shot 25.00 0.00 40.20 0.00 6205 0.00 83.87 0.00 3400 0.00 974 0.00
1-shot-cot 2250 -250 4002 -0.18 6230 +0.25 83.75 -0.12 3200 -2.00 729 -245

GraphML Ww/o format explanation 19.00 -6.00 4690  +5.88 5375 -840 8537 +1.50 38.00 +4.00 2275 +13.01
w/o role prompting  15.50 -9.50 4989 +9.87 56.10 -595 87.63 +3.76 31.00 -3.00 1452 +4.78

w/o change order 850 -16.50 30.60 -9.60 6535 +3.30 9.76 4.11 4300 +9.00 8.00 -1.74

0-shot 2450 -0.50 39.59 -0.61 7395 +11.90 82.90 -0.97 30.00 -4.00 1432 +4.58




LLM Meets Structured Data

e LLMwith Tabular data
o Table input design for better LLM understanding
o LLM for reasoning on tabular data
o LLMwith Graphdata
o Graph input design for better LLM understanding
o LLM for reasoning on graph data (e.g. Knowledge Graph)



Zhu, Yuqi, et al. "LIms for knowledge graph construction and reasoning: Recent capabilities and future opportunities." arXiv preprint arXiv:2305.13168
(2023).

LLM for Reasoning on Knowledge Graph

Existing works for LLM reasoning on Knowledge Graph mainly includes

e Convert Knowledge Graph as Text

One-shot

Predict the tail entity [MASK] from the given (Academy Award for
Best Film Editing, award award category category of, [MASK]) by
completing the sentence "what is the category of of Academy Award
for Best Film Editing? The answer is ".

The answer is Academy Awards, so the [MASK] is Academy Awards.

Predict the tail entity [MASK] from the given (Primetime Emmy
Award for Outstanding Guest Actress - Comedy Series, award award
category category of, [MASK]) by completing the sentence "what is
the category of of Primetime Emmy Award for Outstanding Guest
Actress - Comedy Series? The answer is".

Zero-shot:

One-shot:




LLM for Reasoning on Knowledge Graph

Existing works for LLM reasoning on Knowledge Graph mainly includes

e LLM-boosted Symbolic Reasoning

Please write Cypher for answering the question based on the graph meta information.

@ The question is whther Prof. He has the most citations in the field of deep learning.
The graph has the following node: author and paper; the following link: author -
m paper (write) and paper - paper (cite). Author has the attribute name, and the paper

has the attribute field and title.

cypher v Copied!

>(p:paper)
\

—(citing_pap er)
, COUNT(citing_paper) AS citations

RETURN
CASE Wi rof. He' EN 'Yes, Prof. He has the most citations in
the field :
the most citations in the field of
cited author is ' + author




Huang, Yuxuan. "LLM-ARK: Knowledge Graph Reasoning Using Large Language Models via Deep Reinforcement Learning." arXiv preprint
arXiv:2312.11282 (2023).

LLM for Reasoning on Knowledge Graph

Existing works for LLM reasoning on Knowledge Graph mainly includes

e LLM-boosted Al Agent for Reasoning

KG — %+ TransE —— Agent Online RL

I B

Path Embedding

Actor State Critic Value
s I e sl
PASES |oleed PPO

I
### Instruction _ o

Performing one-hop reasoning on the
Replay Bufer

knowledge graph.... [

### Environment:

Dialog Historys [] [ A
Utterance: Could you recommend a One Token Embedding /
movie similar to Kill Bill?
Path History: []
Current Entity: Kill Bill ? P(A1,A2,A3...An | FTR, Path Embedding)
Current Step: 1 -
Reward
LLMs Next Action:
FTE Next Relation: """

Next Entity:




Large Language Model
and Misinformation

Detection

e Introductionto LLM-based
Misinformation Detection

e Real-time Dataset Construction

e Incorporate LLM with
Structured Modality Data

e Prompting and Reasoning
Strategy for Misinformation
Detection

&

Eliot Higgins @EliotHiggins - Mar 20
Making pictures of Trump getting arrested while waiting for Trump's arrest.

thi 6.7M

A

(3



Cui, Wendi, et al. "DCR-Consistency: Divide-Conquer-Reasoning for Consistency Evaluation and Improvement of Large Language Models."
Zhang, Yizhou, et al. "Guiding Large Language Models with Divide-and-Conquer Program for Discerning Problem Solving."
Zhang, Xuan, and Wei Gao. "Towards LLM-based Fact Verification on News Claims with a Hierarchical Step-by-Step Prompting Method."

Divide-and-Conquer Prompting and Reasoning

Multiple recent papers have reported similar empirical findings that
divide-and-conquer prompting and reasoning strategies are specifically
useful for hallucination detection and fact-verification, especially when
the input is long:

(" Task: Verify the truthfulness of a summary. ) (Example of Divide-and-Conquer Problem Solving )
#Material#: Marseille, France (CNN)The French prosecutor leading an investigation into the 3 VN S R -
crash of Germanwings Flight 9525 insisted ... ...s0 far no videos i Sub-task 1: i
were used... He added, "A person who has such a video needs to ... give it to the 1 Q: Does the claim 1 contradict with the material? #Claim 1#: A video showing 1
investigators.” ... Jean-Marc Menichini... that the reports were "completely wrong" and ... i the final moments of Germanwings Flight 9525 has been recovered by !

N 7 ! investigators from the wreckage site. !

~N 3 N icte ori i ille !

4 Example of Entangled Problem Solving 1 A: Yes, the claim is contradicted by the material. The material states that Marseille ;

! prosecutor Brice Robin insisted that he was not aware of any video footage from
! onboard the plane and that no videos were used in the crash investigation.

: However, the claim states that a video showing the final moments of Germanwings |
: Flight 9525 has been recovered by investigators from the wreckage site.

#Summary#: A video showing the final moments of Germanwings Flight 9525 has been
recovered by investigators from the wreckage site. Marseille prosecutor Brice Robin urged
anyone who might have more footage to turn it over immediately. Andreas Lubitz, the co-
pilot accused of deliberately crashing the plane, had a history of severe depression and
suicidal tendencies.

Q: You are given the above material and a summary. Please answer me: Does the
summary contain any claim that is contradicted with the material?

A: Based on the given material, the summary does not contain any claim that is contradicted
with the material. The material confirms the existence of a video showing the final moments
of Germanwings Flight 9525, as well as the history of severe depression and suicidal
tendencies of the co-pilot, Andreas Lubitz.




Zhang, Yizhou, et al. "Guiding Large Language Models with Divide-and-Conquer Program for Discerning Problem Solving."
Abboud, Amir, et al. "Subtree isomorphism revisited." ACM Transactions on Algorithms (TALG) 14.3 (2018): 1-23.

Divide-and-Conquer Prompting and Reasoning

GPT-3.5-Turbo GPT-4
F1 G-Mean | Prec | Recall F1 G-Mean | Prec | Recall
Io-Prompting T2.12 1271 83.22 | 63.64 | 69.15 T1:77 94.44 | 54.55
Chain-of-Thoughts | 56.09 60.64 90.48 | 40.64 | 74.03 75.79 94.21 | 60.96
CoT-SC 56.83 61.44 91.67 | 41.18 | 70.09 73.45 100.0 | 53.95
Tree-of-Thoughts | 6991 | 7330 | 53.74 | 100.0 | 77.34 | 78.00 | 88.89 | 68.45
Least-to-Most 54.08 54.15 5146 | 56.99 | 73.56 74.25 85.21 | 64.71
Divide-and-Conquer | 76.88 77.13 83.65 | 71.12 | 81.11 81.24 | 76.67 | 86.10

Strategies

Performance of different prompting methods on SciFact dataset. We report the F1 score, G-Mean score, Precision and Recall.



Zhang, Yizhou, et al. "Guiding Large Language Models with Divide-and-Conquer Program for Discerning Problem Solving."
Abboud, Amir, et al. "Subtree isomorphism revisited." ACM Transactions on Algorithms (TALG) 14.3 (2018): 1-23.

Theoretic Explanation: Tree Isomorphism

One of the above papers provides an theoretic explanation of this finding.
The retrieval based fact-verification can actually be regarded as a subtree

isomorphism problem:

7

Task: Verify the truthfulness of a summary.

#Material#: Marseille, France (CNN)The French prosecutor leading an investigation into the
crash of Germanwings Flight 9525 insisted ... [ EITGIONENIINIGES . ..so far no videos
were used... He added, "A person who has such a video needs to ... give it to the
investigators.” ... Jean-Marc Menichini... that the reports were "completely wrong" and ...

Example of Problem Solving

#News#: A video showing the final moments of Germanwings Flight 9525 has been
recovered by investigators from the wreckage site. Marseille prosecutor Brice Robin urged
anyone who might have more footage to turn it over immediately. Andreas Lubitz, the co-
pilot accused of deliberately crashing the plane, had a history of severe depression and
suicidal tendencies.

Q: You are given the above material and a summary. Please answer me: Does the
summary contain any claim that is contradicted with the material?

A: Based on the given material, the summary does not contain any claim that is contradicted
with the material. The material confirms the existence of a video showing the final moments
of Germanwings Flight 9525, as well as the history of severe depression and suicidal
tendencies of the co-pilot, Andreas Lubitz.

H
Ad A
G
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Zhang, Yizhou, et al. "Guiding Large Language Models with Divide-and-Conquer Program for Discerning Problem Solving."

Theoretic Explanation: Tree Isomorphism and LLM

However, for a pre-trained LLM whose layer number is fixed, we have the following
theorems. They prove that for a fixed LLM, standard prompting can not solve tree

isomorphism problem when the subtree is too large, while divide-and-conquer
strategy does not have this limitation.

Theorem 4.1. Assume that TC? # NC. For any depth L, any polynomial Q, there exists a size n
of pattern tree such that there exist no log-precision Transformer with a depth of L, hidden dimension

d < Q(n), and fixed prompt p that can directly output the solution (Yes or No) of the 2-color Binary
Subtree Isomorphism problem (2-BSI).

Theorem 4.2. There exists a log-precision transformer with fixed depth L and hidden dimension d

that can solve the 2-BSI of any size with fixed-length prompt m (for merge), t (for sub-task tackling)
and d (for task decomposition).



Zhang, Yizhou, et al. "Guiding Large Language Models with Divide-and-Conquer Program for Discerning Problem Solving."

Opportunities: Strategy of Divide

The above theoretic analysis explains why strategies based on divide and conquer can

achieve advantages. However, it does not specify the dividing strategy. Existing works
explored the following strategies:

PY Se ntence_level d iVId i ng: This Strategy i Q: Does the claim 1 contradict with the material? #Claim 1#: A video showing 1

i the final moments of Germanwings Flight 9525 has been recovered by

directly segment the claim to sentences eisaors from the wreckage site.

I A: Yes, the claim is contradicted by the material. The material states that Marseille

; . MR .

! prosecutor Brice Robin insisted that he was not aware of any video footage from
d nd eva I u ate the se nte nces one by one. ! onboard the plane and that no videos were used in the crash investigation.

' However, the claim states that a video showing the final moments of Germanwings

Th iS St rategy iS Si m p | e, but effECtiVe fO r : Flight 9525 has been recovered by investigators from the wreckage site.

. o e e e T T T T T T T e T Tl Tttt
long news claims. ! Sub-task 2: !
; Q: Does the claim 2 contradict with the material? #Claim 2#: ... !
i A: Based on the provided document, the summary does not contain any claim. .. |
............................................................... 1
! Sub-task 3: i

: Q: Does the claim 3 contradict with the material? #Claim 3#: ... |
: A: Based on the provided document, the summary does not contain any claim. ... !



Zhang, Yizhou, et al. "Detecting out-of-context multimodal misinformation with interpretable neural-symbolic model." arXiv preprint arXiv:2304.07633 (2023).

Opportunities: Strategy of Divide

The above theoretic analysis explains why strategies based on divide and conquer can
achieve advantages. However, it does not specify the dividing strategy. Existing works
explored the following strategies:

(1) Parsing: Text to AMR graph

e Parsing-based dividing: For short claims, o
ext. lrump o
we can apply parsers (such as amource b @ >
. . Independence Day.
Abstract-Meaning-Representation
. (2) Extraction: Fact extraction
parser) to break up the claim as neighbor-search on AMR graph @

a series of short queries. Announce(Trump): Yes
<:] Join(Trump, Election): No
In(Election, 2024): No
— On(Trump, Independence
Day): No

Is it of Trump announcing?
Is it of Trump on Independence day?

(3) Answering queries with Large Pre-trained
Multi-Modal Model



Zhang, Xuan, and Wei Gao. "Towards LLM-based Fact Verification on News Claims with a Hierarchical Step-by-Step Prompting Method." Proceedings of
the 13th International Joint Conference on Natural Language, 2023.

Opportunities: Strategy of Divide

The above theoretic analysis explains why strategies based on divide and conquer can
achieve advantages. However, it does not specify the dividing strategy. Existing works
explored the following strategies:

~ — - T\ External
[K-shot Demonstration Examples are omitted here for space. ] Knowledge

D i Claim: Donald Trump has said he ar, "including with nukes."
ecomposition

o o . . " i ; : .
. (Level 1) A fact checker will decompose the claim into 2 subclaims that are easier to verify: WWWwW

. LLM-based dIVIdIng. For Cla“'ls 1. Donald Trump has expressed a love for war.
2. Donald Trump has expressed a love for nuclear wars.

To verify subclaim 1, a fact-checker will go through a step-by-step process to ask and ahéwér Web

. .
CO nta I n I n g I O n g S e nte n Ces 9 We C a n Step-by-Step | a series of questions relevant to its factuality. Here are the specific steps he/she raise each Search

Verification | question and look for an answer:
(Level 2) Question: Has Donald Trump expressed a love for war?

apply this strategy to prompt a LLM |
. . only when we win." [...]

to break up the claim as a series of

short queries.

Question: In what context did Donald Trump express a love for war?
Tell me if you are confident to answer the question or not. Answer with “‘yes" or *'no”: No.
Answer: [...] after he said that former Iraqi President Saddam Hussein claimed to have ]
weapons of mass destruction as a strategy “to scare” Iran. [...]
To verify subclaim 2, a fact-checker will go through a step-by-step process to ask and answer
a series of questions relevant to its factuality. Here are the specific steps he/she raise each
question and look for an answer:
Question: Has Donald Trump expressed a love for war including nukes?
Tell me if you are confident to answer the question or not. Answer with ““yes" or *'no™: Yes.
Answer: No. The voices talking up dangers of nuclear war include Trump.
Question: What was the context Trump express ‘including nukes’?
Tell me if you are confident to answer the question or not. Answer with “"yes" or *'no””: No.
Answer:[...] Trump suggested that Japan might need to acquire nuclear weapons to defend ,/|
against neighboring North Korea [...]

@ Generation

Pr:;:;:on KAmong [label ser], the claim is classified as half-true.




Roadmaps: What can we do for future?

e Advanced Dividing Strategy of Prompting and Reasoning:

The aforementioned dividing strategies are still very straightforward.
Also, these dividing strategies are not learnable. Therefore, there is still a
wide space to explore on dividing strategies.

Challenges:
a. How to develop trainable dividing modules?
b. How to optimize the prompts for dividing?




Thank you



