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Outline 

• Background of LLM Agent-based Simulation (25minutes) 13:30-13:55 

• Online behavior simulation with LLM Agents (65 minutes) 13:55-15:00

• Break (15 minutes) 15:00-15:15

• Social and economic simulation with LLM agents (50 minutes) 15:15-16:05

• City system simulation with LLM agents (45minutes) 16:05-16:50

• Open discussions (10minutes) 16:50-17:00W
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Outline

• Background of LLM Agent-based Simulation

• Online behavior simulation with LLM Agents

• Social and economic simulation with LLM agents

• City system simulation with LLM agents

• Open discussions W
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Background: simulation in social science

Troitzsch, Klaus G., et al., eds. Social science 
microsimulation. Springer Science & Business Media, 1996.

Cellular Automata AI-based Simulation

Simulation is fundamental tool of Social Science

W
W
W
 2
02

4 
Tu

to
ria

l



6

Background: simulation in social science

• Agent-based modeling

• Agents

• Environment

• Interaction

• Well-known concepts in multiple areas
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Background: simulation in social science

Evolving

Individual State

Dynamics

Topology

Determine Influence

Self-update

DeterminePropagation

Individual-level
State Evolving

Population-level
Phenomena

Agent-based simulation is ubiquitous but 
requires accurate modeling and description for the agent

Agent-based 
Microsimulation

System-based 
Macrosimulation
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Why can LLM support simulation

GPT-3 has 175B 
parameters, close to 

hedgehog’s brain

GPT-4 has 1T 
parameters, close to 

squirrel’s brain

Human brain has 
170TB parameters, 

GPT-N？

“At this rate, it may only be 
a few years before we reach, 
and surpass the scale of the 
human brain. (170T)”

How about use LLM as agent?
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Why can LLM support simulation

Plan and schedule

Content generation

Human-like memory

High cognitive ability

Textual environment

Common sense

Large language models (LLMs) well fits the paradigm of agent-based simulation

Reasoning

Sensing

Action

Agent-based 
Simulation

Sensing

Reasoning

Action
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Why can LLM support simulation
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Why can LLM support simulation

• Autonomy. Agents should be able to operate without the 
direct intervention of humans or others, which is important in 
real-world applications such as microscopic traffic flow simulation 
and pedestrian movement simulation.

• Social ability. Agents should be able to interact with other 
agents (and possibly humans) to complete the assigned goals. 

• Reactivity.  Agents should be able to perceive their environment 
and respond quickly to changes in the environment.

• Pro-activeness.  Agents should be able to exhibit goal-directed 
behavior by taking the initiative instead of just responding to 
their environment.

Autonomy

Social 
ability

Reactivity

Pro-
activeness
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Why can LLM support simulation：Existing methodologies

• Predefined rules. Define explicit rules that govern 
agent behaviors. These rules are typically based on logical 
or conditional statements that dictate how agents react 
to specific situations or inputs.

• Symbolic equations.  Algebraic equations, differential 
equations, or other mathematical formulations.

• Stochastic modeling.  Introduces randomness and 
probability into agent decision-making, which is useful for 
capturing the uncertainty and variability inherent in many 
real-world systems.

• Machine learning models. Allow agents to learn from 
data or through interaction with their environment. 

1
• Predefined Rule 

2
• Symbolic equations

3
• Stochastic modeling

4
• Machine learning models
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Why can LLM support simulation：Existing methodologies

• Simple agent architecture is not enough to cope with complex tasks.

• It is difficult to develop a general agent that can support simulations across 
different environments.

• Existing methods cannot support integrative simulation in real-world problems.

W
W
W
 2
02

4 
Tu

to
ria

l



14

Why can LLM support simulation：LLM agents’ abilities

• Perception
• Be able to comprehend, perceive, and respond to diverse 

needs, emotions, and attitudes within different contexts, 
from the “first-view sight.

• Reasoning and Decision-making
• With only limited guidance, regulations, and goals, agents 

equipped with large language models can autonomously 
take actions, make plans for the given goal, or even achieve 
new goals without the need for explicit programming or 
predefined rules.

• Adaptive learning and evolution
• LLM agents can assimilate new information, analyze 

emerging patterns in data, and modify their responses or 
actions accordingly
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Why can LLM support simulation
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Why can LLM support simulation
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Why can LLM support simulation
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LLM simulation: take social simulation as an example
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LLM simulation: take economic simulation as an example
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LLM for simulation

• Environment construction and interface
• Environment: define the world and rules
• Interface

• Human alignment and personalization
• Human alignment
• Personalization

• How to simulate actions
• Planning
• Memory
• Reflection

• Evaluation
• Realness validation with real human data
• Provide explanations for simulated behaviors
• Ethics evaluation
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About today’s following presentations

• Online behavior simulation with LLM Agents  @Xu Chen @ Xiang Wang

• Social and economic simulation with LLM agents @Chen Gao

• City system simulation with LLM agents @Fengli Xu

• Open discussions @Fengli Xu
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Outline 

• Background of LLM Agent-based Simulation (25minutes) 13:30-13:55 

• Online behavior simulation with LLM Agents (65 minutes) 13:55-15:00

• Break (15 minutes) 15:00-15:15

• Social and economic simulation with LLM agents (50 minutes) 15:15-16:05

• City system simulation with LLM agents (45minutes) 16:05-16:50

• Open discussions (10minutes) 16:50-17:00W
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Different Study Paradigms in AI 

Real-world Datasets

Ø A large amount of 
public available datasets

Ø The datasets can be 
easily collected

Simulation Environments

The data generation 
mechanisms are known or 
can be accurately predicted
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Where is the Position of User Behavior Analysis

User Behavior Analysis

Simulation EnvironmentsReal-world datasets

Recommendation 
System Social Network User Behavior 

Tracking

…

Ø A large amount of 
public available datasets

Ø The datasets can be 
easily collected

The data generation 
mechanisms are known or 
can be accurately predicted

p User Privacy
p Commercial Confidentiality  
p Ethical Problem

p Intricate Human Cognitive Process
p Complex Environments
p Complex Influential Factors
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International Workshops

Simulation based User Behavior Analysis

Books
International Conferences Books
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Simulation based User Behavior Analysis

Simplified User Decision 
ProcessesSimplified Environments Rely on Real-world Datasets

Ø Clicking Behaviors
Ø Browsing Behaviors
Ø Purchasing Behaviors
Ø Watching Behaviors
Ø …

Ø Inner Product
Ø Multilayer Perceptron
Ø Deep Neural Network
Ø …

Real-world 
Datasets

Watching 
Movies

Opinion 
Sharing

Simple environments Simple functions Sparse datasets

Unreliable Simulation

Different Environments May 
Mutually Influence Each Other

Simulator

Training

User Behaviors

Zero-Shot Simulation is 
Important
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A Novel Paradigm for User Behavior Simulation

The Fast Growing of Large Language Models 

ü Human-level Intelligence 

Simplified User Decision ProcessesSimplified Environments Rely on Real-world Datasets

ü Surprisingly Strong Generalization 
Capability

Human-level Intelligence Generalization Capability

Unified NLP interface
Zero-shot Inference

Human-like decisions
Zero-shot Inference
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A Novel Paradigm for User Behavior Simulation

Potential Challenges

[Local] How to make LLMs act like 
real users ?

[Global] How to build a system to 
simulate user behaviors?

n How to profile the users ?

n How to make LLMs dynamically 
evolve in the environments ?

n What user behaviors should be 
simulated ?

n How to organize different users in 
the system ?

n How to design the simulation 
process ？

n What auxiliary functions can be 
designed and how to realize?

User Behavior Simulation with on LLM-based Agents W
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Agent-level Design

Agent = LLM + Profiling Module + Memory Module + Action Module
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Profiling Module 

Agent-level Design
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Profiling Module 

Agent-level Design

Handcrafting Method GPT-generation Method Dataset Alignment Method

More flexible 

Labor intensive

Hard to scale up

Less flexible 

Lower expenses

Easy to scale up More real 

Lower expenses

Less flexible 
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Memory Module 

Agent-level Design

Richard C Atkinson and Richard M Shiffrin. Human memory: A proposed system and its control processes. In Psychology of learning 
and motivation, volume 2, pages 89–195. Elsevier, 1968.

Sensory Memory Long-term MemoryShort-term Memory

Raw observations
From environments

Compressed 
information

Importance 
score

Results
Timestep

Add into short-
term memorySimilarity

Memory 
Enhancement Summarize 

Insights

Results

Forget 
ratio

Self-
reflection

Memory Retrieval
PromptOutput W
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Action Module 

Agent-level Design

Simulate more complete recommendation ecosystem  

Inside Recsys

Ø Searching behavior
Ø Browsing behavior
Ø Watching behavior
Ø Next-page behavior

Ø One to one chatting
Ø One to many social 

broadcasting

Outside Recsys
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Agent-level Design

Behavior Adaptive Prompt Generation

Ø Simplified profile 
according to the 
current behavior

Ø Adaptive Memory 
based on the 
current behavior
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System-level Design

Execution Protocol

Pareto distribution
Round 1

Round 2

Round 3

Round 4

Round 5
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System-level Design

Round 3

Intervention

Round 2

Round 1

Round 4

Round 5

Round 6

Round 6

Round 5

Round 4

Before Intervention

After Intervention

Traits: adventurous, energetic, ambitious, optimistic
Interest: sci-fi movies, thriller movies, suspense movies

Traits: introverted, cautious, quick-tempered
Interest: family-friendly movies, romantic movies, comedy movies

David 
Smith

Original Branch

Intervention Branch

[David Smith]: I haven't come across any classics lately, but I did watch this amazing
sci-fi thriller called <Inception>. It's mind-blowing! You should definitely check it
out. …
[David Smith]: I'll definitely keep an ear out for any exciting sci-fi movies and let you
know. We both know how much we love that genre!

[David Smith]: That's great! I'm more into sci-fi, thriller, and suspense movies.
They always keep me on the edge of my seat. Have you watched any good
movies lately?
[David Smith]: Wow, that's quite a list! I'm glad you enjoyed them. Based on your
interest in "The Matrix" and "Inception," I would recommend "Blade Runner" for
its mind-bending concept and suspenseful elements.

[David Smith]: I love movies that really make you think. I'm definitely going to
check them out. By the way, have you come across any good family-friendly or
romantic movies? I'm in the mood for something heartwarming.
[David Miller]: Absolutely! If you're looking for a heartwarming movie, I recently
watched <Miracle on 34th Street> on the recommender system, and it was
delightful.
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System-level Design

Human-Agent Collaborative Simulation

Conversation

Broadcasting

Recsys

Interaction

Human-agent Conversation

Human-system InteractionHuman-agent social broadcasting
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Video Demo
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Experiments - Agent-level Evaluation

Results

Experiment Setting

Goal: whether the agent memory can produce reasonable results 

Ø Let the agents and humans finish the same memory-related tasks
Ø Recruit another group of humans to judge which one is more reasonable
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Experiments - Agent-level Evaluation

Results

Experiment Setting

Goal: whether the extracted memory are informative and relevant

Ø Randomly sample 15 agent behaviors
Ø Recruit three human annotators to evaluate the extracted information
Ø Consider both informativeness and relevance
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Experiments - System-level Evaluation

Results

Experiment Setting

Goal: whether the agents can separate real items from irrelevant ones
Ø 20 Users from Movielens-1M
Ø Combine the a ground truths with b negative items
Ø Comparing the selection accuracy
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Experiments - System-level Evaluation

Results

Experiment Setting

Goal: whether the agents can generate reliable user behavior sequences

W
W
W
 2
02

4 
Tu

to
ria

l



Experiments -Efficiency Analysis

Ø How does the time cost increase as the number of agents become larger in each epoch?

Ø How does the time cost increase as the number of API keys become larger in each epoch?

Ø How does the time cost increase as the number epochs become larger?

Ø What are the time costs of different agent behaviors?
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Experiments -Case Studies

Ø Information Cocoon Room

Random Recommendation

Heterogeneous Ffriends

User Entropy

Rec Quality vs Entropy
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Experiments -Case Studies

Ø User Conformity Behaviors

W
W
W
 2
02

4 
Tu

to
ria

l



Development Process

2023-4 2023-5-31 2023-9-15

The first version of RecAgent

?

•👥 More Agents: from 25 to at most 1000
•🧠 Human-like Memory Mechanism
•📖 Comprehensive Experiments
•🕹 System-level and Agent-level IntervenHon
•🙋 Human Involved SimulaHon

The second version of RecAgent

•👥 25 Agents
•🧠 Profile, Memory,  AcHon Modules
•📖 System Environments
•🕹 Case Studies

Beginning of 
RecAgent
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Potential Impacts

Towards more comprehensive, explainable , controllable, efficient and less 
expensive recommender model evaluation before deployment

Model A

Model B

Ø Study are the reasons of the performance
Ø Study the performance evolution process 
Ø Save much online cost
Ø Flexible environment settings

Online deployment

Nearline simulation

Offline training
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Future Direction
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Future Direction
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Future Direction
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Project Page：https://github.com/RUC-GSAI/YuLan-Rec
Paper Link：https://arxiv.org/pdf/2306.02552.pdf
Chinese Introduction: https://mp.weixin.qq.com/s/bfES1ieY5pTtmVfdEgX6WQ

Related Resource
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Ø The first survey paper in the field of LLM-based Agents

Ø Summarize 200+ papers： https://abyssinian-

molybdenumf76.notion.site/237e9f7515d543c0922c74f4c3012a77

Ø GitHub page： https://github.com/Paitesanshi/LLM-Agent-Survey

Ø Paper digest：https://github.com/XueyangFeng/LLM-Agent-

Paper-Digest

Related Resource
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Simula'ng Human Society with LLM Agents: 
City, Social Media, and Economic System

Tutorial at The Web Conference 2024 in Singapore (WWW 2024)

Xiang Wang

May 13, 2024, SingaporeW
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Outline

• Background of LLM Agent-based SimulaCon (25minutes) 13:30-13:55 

• Online behavior simulaCon with LLM Agents (65 minutes) 13:55-15:00

• Break (15 minutes) 15:00-15:15

• Social and economic simulaCon with LLM agents (50 minutes) 15:15-16:05

• City system simulaCon with LLM agents (45minutes) 16:05-16:50

• Open discussions (10minutes) 16:50-17:00
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Mo#va#on 
LLMs are not AGI

Aim of AGI

𝐓𝐨𝐰𝐚𝐫𝐝𝐬	 𝐀𝐆𝐈
Linguis'c Intelligence Ar'ficial General Intelligence

Using 
tools

Ac,onObserva,on ReasoningRemember Learn from 
others

Self-
reflec,on

Autonomous 
nature

§ Large LLMs exhibit characteristics of artificial general intelligence (AGI), which has cognitive 
abilities similar to that of human. 

§ In other words, AI can now perform most functions that humans are capable of doing.

W
W
W
 2
02

4 
Tu

to
ria

l



Autonomous AI Agents
Importance

• Sam Altman (Former CEO of OpenAI) himself said in his keynote: 
“GPTs and Assistants are precursors to agents. They will gradually be 
able to plan and to perform more complex acKons on your behalf.
These are our first step toward AI Agents.”

§ Bill Gates said in his BLOG: “Agents are not only going to change 
how everyone interacts with computers. They’re also going to 
upend the soPware industry, bringing about the biggest revoluKon
in compuKng since we went from typing commands to tapping on 
icons.”

§ ApplicaKon:
AI-powered visual assistance.

AI Agents

§ LLM-powered Agents are arKficial enKKes that enhance LLMs with essenKal capabiliKes, 
enabling them to sense their environment, make decisions, and take acKons.

News in Financial Times. " The advent of the AI agent” .
GatesNotes. “The Future of Agents: AI is about to completely change how you use computers”.
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https://medium.com/data-science-in-your-pocket/what-is-agi-artificial-general-intelligence-exploring-autonomous-ai-agents-37c9df356e57
https://www.ft.com/content/e628f42d-acc9-496d-be15-1ab19311735b
https://www.gatesnotes.com/AI-agents


LLM-powered Agents
Environment

Environment

• Virtual & Physical environment

• External database and knowledges

Observa7on

EnvironmentAgent

Ac7on

Ø The external context or surroundings in 
which the agent operates and makes 
decisions. 

• Human & Agents’ behaviors

§ This paves the way for the use of AI agents to 
simulate users and other enKKes, as well as 
their interacKons.
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Environment

Observa'on

Ac'on

Agent
Broader Ac,on Spaces

MulCmodal Output

Text & Speech Images

Tools

Calling APIs: calculator, task-specific 
models, web searching … 

Mul,-modal Percep,on

Image & Video Speech

User behavior Science data Stock data

Code

Embodiment

Autonomous car

Robots; Arm; …

Guanzhi Wang et al., Voyager: An Open-Ended Embodied Agent with Large Language Models.

LLM-powered Agents
Observa#on & Ac#on
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Environment

Observa'on

Ac'on

Agent

Brain

Construction

Broader Ac,on Spaces

MulCmodal Output

Text & Speech Images

Tools

Calling APIs: calculator, task-specific 
models, web searching … 

Mul,-modal Percep,on

Image & Video Speech

User behavior Science data Stock data

Code

Embodiment

Autonomous car

Robots; Arm; …

Brain
Memory

Short-term & 
Long-term

Time

Decision Making

Reasoning

Planning

Reflection

Retrieve

Summary

LLM-powered Agents
Brain
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Brain
Memory

Short-term & 
Long-term

Time

Decision Making

Reasoning

Planning

ReflecKon

Retrieve

Summary

q Memory: “memory stream” stores sequences of agent’s past 
observaKons, thoughts and acKons:
Ø Sufficient space for long-term and short-term memory;
Ø Abstrac:on of long-term memory;
Ø Retrieval of past relevant memory; 

q Decision Making Process:
Ø Planning: Subgoal and decomposi:on: Able to break down large 

tasks into smaller, manageable subgoals, enabling efficient 
handling of complex tasks.

Ø Reasoning: Capable of doing self-cri:cism and self-reflec:on over 
past ac:ons, learn from mistakes and refine them for future 
steps, thereby improving the quality of final results.

q Personalized memory and reasoning process foster diversity and 
independence of AI Agents.

LLM-powered Agents
Brain
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Environment

Collabora'on

Observa'on

Ac'on

Agent

Brain

Agent

Human

Construc'on

Broader Ac,on Spaces

MulCmodal Output

Text & Speech Images

Tools

Calling APIs: calculator, task-specific 
models, web searching … 

Mul,-modal Percep,on

Image & Video Speech

User behavior Science data Stock data

Code

Embodiment

Autonomous car

Robots; Arm; …

Brain
Memory

Short-term & 
Long-term

Time

Decision Making

Reasoning

Planning

ReflecKon

Retrieve

Summary

Mul,-Agents System

CooperaKon Adversarial 
InteracKons

Human In the Loop 

Instructor-
Executor

EvaluaKonEqual 
Partnership

LLM-powered Agents
Brain
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Significant Gap
Between LLMs & RecSys

Ø Significant gap between large language models (LLMs) and recommender systems (RecSys).

LLMs RecSys
Scope Language modelling User behaviour modelling

Data Rich world text-based sources Sparse user-item interactions

Tokens A chunk of text (Ten thousand 
level)

Items (Billion level)

Characteristics General model;

Open-world knowledge;

High complexity and long 
inference time;

Leveraging collaborative signals;

Lack of cross-domain adaptability;

Struggle with cold-start problem; 

Limited intention understanding;

How to bridge this gap?
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Significant Gap
Between LLMs & RecSys

Ø Significant gap between large language models (LLMs) and recommender systems (RecSys).

How to bridge this gap?

User RecSys Recommendation 
knowledge

User Behavior
Rec-specific 
knowledge

Recommend 
Items

§ Two criKcal components in RecSys:
• Understanding user’s behavior/preference
• Acquiring recommenda7on-specific knowledge

Agent

sensing

Ac'onReasoning

Common Sense

Books Media

CogniCon

Logic Memory

Plan and Schedule

Plan Time

§ Align recommendation space with language space.
• User behavior alignment
• Recommendation knowledge alignment
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LLM-powered Agents
in Recommendation

Agent RecSys

User-Behavior Alignment

Recommenda7on knowledge 
alignment

• LLM-powered Agents have potentials to solve long-standing problems in recommendation
• Can an LLM-powered Agent faithfully simulate users?
• Can an LLM-powered Agent be a better recommender with recommendation-specific 

knowledge?
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Agents as Users
 Agent4Rec

An Zhang et al. On Generative Agents in Recommendation. SIGIR 2024.

Agents as Users q Agent4Rec: Agent-driven user behavior simulaKon 

§ Key Points: 
• Can LLM-powered Agent generate faithful user behaviors?

Diversity

Unique Tastes

ConformityActivity

User ProfileMovie Profile

Movie Summary

Agent

Next / Exit

Real Data

Memory
Writing

Memory
Retrieval

PopularityQuality

Action Module

Profile ModulePage-by-Page Recommendation

Iron Man (2008)
Quality: 3.82 Popularity: 261 views
Summary: Billionaire engineer Tony 
Stark creates a unique weaponized 
suit of armor to fight evil.

Spider-Man: Into the Spider-Verse 
(2018)
Quality: 4.19 Popularity: 174 views
Summary: Miles Morales gains 
superpowers after being bitten by 
a spider and becomes the unique 
Spider-Man.

...

Satisfaction Generation

View & Rate & ResponseMF

LightGCN

MultVAE

MF

LightGCN

MultVAE

Exit

Recommendation
Algorithm

Next Page

Memory Module
Factual Memory

Emotional Memory

Feeling
Interview

Exit

• User Profile: 1,000 LLM-empowered 
generaKve agents iniKalized with real data in 
various dataset and augmented by ChatGPT.

• Item Profile: StaKsKcal informaKon in dataset 
and generated summary.
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Agents as Users
 Agent4Rec

Diversity

Unique Tastes

ConformityActivity

User ProfileMovie Profile

Movie Summary

Agent

Next / Exit

Real Data

Memory
Writing

Memory
Retrieval

PopularityQuality

Action Module

Profile ModulePage-by-Page Recommendation

Iron Man (2008)
Quality: 3.82 Popularity: 261 views
Summary: Billionaire engineer Tony 
Stark creates a unique weaponized 
suit of armor to fight evil.

Spider-Man: Into the Spider-Verse 
(2018)
Quality: 4.19 Popularity: 174 views
Summary: Miles Morales gains 
superpowers after being bitten by 
a spider and becomes the unique 
Spider-Man.

...

Satisfaction Generation

View & Rate & ResponseMF

LightGCN

MultVAE

MF

LightGCN

MultVAE

Exit

Recommendation
Algorithm

Next Page

Memory Module
Factual Memory

Emotional Memory

Feeling
Interview

Exit

• RecommendaKon environment: Agent4Rec 
conducts personalized recommendaKons in a 
page-by-page manner and pre-implements 
various recommendaKon algorithms.

• Agents as users: 1,000 LLM-empowered 
generative agents initialized from the real 
dataset. 

• Memory and action modules enable agents 
to recall past interests and plan future 
actions (watch, rate, evaluate, exit, and 
interview).

§ Key Points: 
• Can LLM-powered Agent generate faithful user behaviors?

An Zhang et al. On GeneraCve Agents in RecommendaCon. SIGIR 2024.

Agents as Users q Agent4Rec: Agent-driven user behavior simulaKon 
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Agents as Users
 Agent4Rec

§ Key ObservaKons: 
• Agents are capable of preserving the user’s social a_ributes and preference.

• By utilizing ICA-based LiNGAM to analyse the results, we are 
able to discover Causal Relations among movie quality, movie 
rating, movie popularity, exposure rate, and view number.

§ Offer a simulation platform to test and fine-tune recommender 
models.

• IncorporaKng agents’ raKng as augmented data can enhance the recommender’s performance.

LLM-powered agents are able to generate faithful behaviors.

An Zhang et al. On GeneraCve Agents in RecommendaCon. SIGIR 2024.
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Agents as Users
 UGen

§ Key Points : 
• Can LLM-powered Agents generated behaviors benefit the 

recommender?
• CooperaKng updated Agent4Rec framework with finetuning GPT-

3.5-turbo as a warmup, agents can accurately select their 
interested items among candidate set.

• Conduct extensive experiments 
on three dataset from different 
domains (movie, book, game).

Agents as Users

• Agents have potenKals to 
replace discriminaKve learning 
with generaKve learning 
paradigms for user modeling 
in recommendaKon.
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Agents as Users
 UGen

§ Key ObservaKons: 
• Agents are capable of providing effecKve behaviors, especially in scenarios with sparse data.

Behaviors generated by LLM-powered agents can benefit recommenders.
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Agents as Users & Items
 AgentCF

Agents as Users & Items q AgentCF: text-based collaborative learning

§ Key Points: 
• Can LLM-powered Agent simulate collaborative signals/user-item interactions?

User Agent

𝐮
“I enjoy listening to 
CDs.”

Short-term Memory

Long-term Memory

……

🤔

🤖𝐢

Item Agent

“The CD is classic 
rock…”

Short-term 
Memory

𝐮𝟏🤔

🤖𝐢"
❤

🤖𝐢#

✖

…

…

…

Real user 
preferred

𝐮𝟏🤔

🤖𝐢" 🤖𝐢#

✖

User Agent 
preferred

Collaborative
Reflection

Inconsistent!

❤

Junjie Zhang et al. AgentCF: CollaboraCve Learning with Autonomous Language Agents for Recommender Systems. WWW 2024.

W
W
W
 2
02

4 
Tu

to
ria

l



Agents as Users & Items
 AgentCF

Agents as Users & Items q AgentCF: text-based collaboraKve learning

§ Key Points: 
• Can LLM-powered Agent simulate collaboraKve signals/user-item interacKons?

AgentCF

🤖 🤖

Autonomous
Interac'on

Collabora've
Reflec'on

Language
Feedback

𝐌𝐢! 𝐌𝐢"

BoughtReal World:

❤

Tradi7onal Recommender

Grad. based Op'miza'on 

🤔

𝐌𝐮

Pull ✖

❤ ✖

• Key idea: Parameter-free text-based collaboraKve opKmizaKon.

𝐮𝟏🤖

🤖

🤖

🤖

🤖
𝐮𝟐

𝐢𝟏

𝐢𝟐

𝐢𝟑

𝐭𝟎 𝐭𝟎 → 𝐭𝟏

𝐮𝟏🤖

🤖

🤖

🤖

🤖
𝐮𝟐

𝐢𝟏

𝐢𝟐

𝐢𝟑
aggregaBon

𝐢𝟑

𝐭𝟎 → 𝐭𝟏

𝐮𝟏🤖

🤖

🤖

🤖

🤖
𝐮𝟐

𝐢𝟏

𝐢𝟐

→ 𝐭𝟐

propagaBon

𝐭𝟎 → 𝐭𝟏

𝐮𝟏

🤖

🤖

🤖
𝐮𝟐

𝐢𝟏

𝐢𝟑

→ 𝐭𝟐→ 𝐭𝟑

🤖

𝐢𝟐🤖

CollaboraBve 
opBmizaBon

Junjie Zhang et al. AgentCF: CollaboraCve Learning with Autonomous Language Agents for Recommender Systems. WWW 2024.
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Agents as Users & Items
 AgentCF

§ Key ObservaKons: 
• Agents are capable of simulaKng user-item interacKons.

Agents can faithfully simulate user-item interac?ons.
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LLM-powered Agents
in RecommendaCon

Agent RecSys

User-Behavior Alignment

Recommenda7on knowledge 
alignment

• LLM-empowered have potenKals to solve long-standing problems in recommendaKon
• Can an LLM-powered Agent faithfully simulate users?

o Agent4Rec, UGen, AgentCF, RecAgent
• Can an LLM-powered Agent be a be_er recommender with recommendaKon-specific 

knowledge?
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Agent as Recommender
 ToolRec

Agent as Recommender q ToolRec: Tool-enhanced LLM-based recommender

§ Key Points: 
• Can Agents UKlize External Tools to Enhance RecommendaKons?

Yuyue Zhao et al. Let Me Do It For You: Towards LLM Empowered RecommendaCon via Tool Learning. SIGIR 2024.

Key Idea:
• Use LLMs to understand current contexts and preferences, 

and apply aNribute-oriented tools to find suitable items.

Two stages:
• Learning Preferences: LLM-based surrogate user learns user 

preferences and makes decisions
• Explora7on of Items: uses aNribute-oriented tools to explore a 

wide range of items

v Process finishes when the LLM-based surrogate user is 
sa7sfied with the item list W
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Agent as Recommender
 ToolRec

Agent as Recommender q ToolRec: Tool-enhanced LLM-based recommender

§ Key Points: 
• Can Agents UKlize External Tools to Enhance RecommendaKons?

• LLMs as the central controller, simulaKng the 
user decision.

• A_ribute-oriented Tools: rank tools & 
retrieval tools.

• Memory strategy can ensure the correctness 
of generated items and cataloging candidate 
items.

Yuyue Zhao et al. Let Me Do It For You: Towards LLM Empowered RecommendaCon via Tool Learning. SIGIR 2024.
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Agent as Recommender
 ToolRec

§ Key ObservaKons: 
• BenefiKng from rank tools and tools, ToolRec excels on the ML-1M and Amazon-Book datasets 

compared to baseline recommenders, demonstraKng that it can be_er align with the users’ 
intent. 

• ToolRec shows subpar performance on the Yelp2018 dataset - local (niche) 
businesses.

• Most processes conclude in three or four rounds, indica7ng that the LLM 
can understand user preferences aXer a few itera7ons.

Agents U?lizing External Tools can Enhance Recommenda?ons.

Yuyue Zhao et al. Let Me Do It For You: Towards LLM Empowered RecommendaCon via Tool Learning. SIGIR 2024.
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Agent as Recommender
 InteRecAgent

Agent as Recommender q InteRecAgent: InteracKve Recommender.

§ Key Points: 
• Agents can create a versaKle and interacKve recommender system.

Xu Huang et al. Recommender AI Agent: IntegraCng Large Language Models for InteracCve RecommendaCons. Arxiv 2023..

• InteRecAgent enables tradiKonal recommender systems, such as those ID-based matrix factorizaKon 
models, to become interacKve systems with a natural language interface.
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Agent as Recommender
 RecMind

Agent as Recommender q RecMind: Recommender agent with Self-Inspiring planning 
ability

§ Key Points: 
• Can Agents with self-inspiring planning Enhance RecommendaKons?

Yancheng Wang et al. "RecMind: Large Language Model Powered Agent For RecommendaCon.NAACL 2024.

• Self-inspires:
• At each intermediate planning step, 

the agent “self-inspires” to consider 
all previously explored paths for the 
next planning, both generaKng 
alternaKve thoughts and 
backtracking.
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Agent as RecommendaCon Assistant
 RAH

Agent as Rec Assistant q RAH: ReflecKon-enhanced user alignment for Rec assistant

§ Key Points: 
• Can Agents with Learn-Act-CriKc loop comprehend a user’s personality from their behaviors?

Yubo Shu et al. RAH! RecSys-Assistant-Human: A Human-Centered RecommendaCon Framework with LLM Agents. Arxiv 2023.

v Learn-Act-Cri7c Loop:
• Learn Agent collaborates with the Act and Cri7c 

Agents in an itera7ve process to grasp the user’s 
personality.

• Upon receiving user feedback, Learn Agent extracts 
an ini7al personality as a candidate. 

• Act Agent u7lizes this candidate as input to predict
the user’s actual ac7on.

• The Cri7c Agent then assesses the accuracy. If 
incorrect, Learn Agent refines the candidate’s 
personality.
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MulC-Agents as Recommender
 MACRec

MulK-Agent as Recommender q MACRec: enhance RecSys through mulK-agent collaboraKon

§ Key Points: 
• MulK-agents with different roles work collaboraKvely to tackle a specific recommendaKon task.

Zhefan Wang et al. MulC-Agent CollaboraCon Framework for Recommender Systems. Arxiv 2024.
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Agent Recommender for Agent PlaGorm
 Rec4Agentverse

Agent Recommender q Rec4Agentverse: Agent recommender for Agent plagorm

§ Key Points: 
• TreaKng LLM-based Agents in Agent plagorm as items in the recommender system.
• Agent Recommender is employed to recommend personalized Agent Items for each user.

Jizhi Zhange t al. Prospect Personalized RecommendaCon on Large Language Model-based Agent Pla^orm. Arxiv 2024.
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LLM-powered Agents
in RecommendaCon

Agent RecSys

User-Behavior Alignment

Recommenda7on knowledge 
alignment

• LLM-empowered have potenKals to solve long-standing problems in recommendaKon
• Can an LLM-powered Agent faithfully simulate users?

o Agent4Rec, UGen, AgentCF, RecAgent
• Can an LLM-powered Agent be a be_er recommender with recommendaKon-specific 

knowledge?
o ToolRec, InteRecAgent, RecMind, RAH, MACRec, Rec4AgentverseW
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Outline

• Background of LLM Agent-based SimulaCon (25minutes) 13:30-13:55 

• Online behavior simulaCon with LLM Agents (65 minutes) 13:55-15:00

• Break (15 minutes) 15:00-15:15

• Social and economic simulaCon with LLM agents (50 minutes) 15:15-16:05

• City system simulaCon with LLM agents (45minutes) 16:05-16:50

• Open discussions (10minutes) 16:50-17:00
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1

Outline

• Background of LLM Agent-based Simulation

• Online behavior simulation with LLM Agents

• Social and economic simulation with LLM agents

• City system simulation with LLM agents

• Open discussions W
W
W
 2
02

4 
Tu

to
ria

l



2

Outline

• Background of LLM Agent-based Simulation

• Online behavior simulation with LLM Agents

• Social and economic simulation with LLM agents
• Social Simulation System (S3)
• Attitude simulation
• Emotion simulation

• City system simulation with LLM agents

• Open discussions W
W
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S3（ Social-network Simulation System） 

Environment 
Update Generation Module

Environment

Forward

Real Data

Condi6on

Social Event

Others

Mechanism
Interactive Behaviors

Comment Generate

Memory
Update

Emo8on

Internal State

Attitude Others

Large Langue Model
Empowered Agent

Promp8ng Tuning

Like

Users

Network

Messages
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S3（ Social-network Simula3on System） 

Users

Network

Environment

Messages

1. User Demographics Prediction for Environment Construction

General LLM

Public textual 
datasets with labels

User with known
demographics

User with unknown
demographics

Prompt Tuning

<Posts, label> Inference

We consider three 
demographics: age, 
gender, occupationW
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S3（ Social-network Simulation System） 
2. Agent-based Simulation

Agent Itself

Generation Module

Forward

Interactive Behaviors

Comment Generate

Emotion

Internal State

ACtude Others

Large Langue Model
Empowered Agent

Prompting Tuning

Like

External Environment

Demographics Memory Context New 
Informa6on

1. Memory Update 
Mechanism

3.  Reasoning and Ac6on

2. Memory Recall and Reflec6on 
Mechanism 

Think like human: 1. Memory 2. Contextual information 3. Reasoning
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Individual-level Simula3on Ability
 

LLM-empowered simulation can well predict 
- Emotion (Calm, Moderate, Intense)
- Attitude (Support nuclear energy or not)
- Behavior (Forward or post relevant content)

Generated content 
has acceptable quality W
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Popula3on-level Simula3on Ability
 

Information Propagation EmoAon PropagaAon

Real SimulaAon Real Simulation

Our simulation can well predict the trend in the Gender Discrimination case

(If the news slowly propagate to a large 
community, there will be 2nd peak )W

W
W
 2
02

4 
Tu

to
ria

l



Population-level Simulation Ability
 

InformaAon PropagaAon Attitude Propagation

Real SimulaAon Real Simulation

Our simulaAon can well predict the trend in the Nuclear Energy case

(Public attitude tends to be normal after a period)W
W
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Official website and the preprint paper

S3: Social-network Simulation System with Large Language Model-empowered Agents. C. Gao, X. Lan, 
Z. Lu, J. Mao, J. Piao, H. Wang, D. Jin, and Yong Li, preprint 2023.

Official Website:
h0ps://fi.ee.tsinghua.edu.cn/social-simula;on-system

Paper:
hLps://fi.ee.tsinghua.edu.cn/social-simula8on-system/paperW

W
W
 2
02

4 
Tu

to
ria

l



12

Outline

• Background of LLM Agent-based Simulation

• Online behavior simulation with LLM Agents

• Social and economic simulation with LLM agents
• Social Simulation System (S3)
• Attitude simulation
• Emotion simulation

• City system simulation with LLM agents

• Open discussions W
W
W
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Stance Detection and Simulation with LLM
LLM is promising on stance detection; BUT:
Directly applying large language models to stance detection may yield poor results. 

Model Score on Sem16-CC Score on Sem16-A
BERT-GCN 35.5 53.6
PT-HCL 38.9 56.5
GPT-3.5 31.1 9.1

SOTA zero-shot stance detection baselines

To show the performance of directly applying GPT-3.5, we strictly follow the prompt design in 
[1] and [2]. 

[1] Zhang B, Ding D, Jing L. How would stance detection techniques evolve after the launch of chatgpt?[J]. arXiv
preprint arXiv:2212.14548, 2022.
[2] Ziems C, Held W, Shaikh O, et al. Can Large Language Models Transform Computational Social Science?[J]. 
arXiv preprint arXiv:2305.03514, 2023.
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Stance Simulation with LLM: Challenges

Challenge 1: 
Stance detection demands multi-aspect knowledge.
Tweet:
Time to reclaim our nation! No more Republicans! #ByeByeGOP
Target: Donald Trump Stance: Against
Required knowledge: 
1. On social media, the hashtag #ByeByeGOP expresses 
disagreement with the Republican Party.
2. Donald Trump is a Republican.

Why directly applying LLMs does not work?
There are challenges to be tackled!
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Stance Simula3on with LLM: Challenges

Challenge 2：
Stance detection necessitates advanced reasoning.
Tweet:
It's a problem when explaining feminism, even in a calm and 
complex level, cannot be understood.
Target: Feminism Movement Stance: Favor
Logical chain：
The lack of understanding of feminism is problematic.à
Feminism should be understood and accepted à Support feminism

We need to make some specific and proper design. 

Why directly applying LLMs does not work?
There are challenges to be tackled!
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Stance Simula3on with LLM: Method

Analyst-Debater-Summarizer Framework

Analyst Debater Summarizer

• Stance detection demands multi-aspect knowledge.(Challenge 1)
àStep1: Analysts analyze text from various perspectives.

• Stance detection necessitates advanced reasoning. (Challenge 2)
àStep 2: Debaters debate for each potential stance category.

A summarizer get conclusion from the debater’s debate, determining the final result.
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Stance Simulation with LLM: Method
Overall Framework
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Stance Simula3on with LLM: Method
Multidimensional Text Analysis Stage

Input: A text with a stance. 

Output: The individual analyses of the text by three agents:
the linguistic expert, the domain specialist, and the social media veteran.

• Linguistic Expert
• Dissects the text from a linguistic standpoint.
• Focus on: grammatical structure; tense and inflection; rhetorical devices; 

lexical choices, etc.
• Domain Specialist

• Explains domain relevant knowledge.
• Focus on: characters; events; organizations; parties; religions, etc.

• Social Media Veteran
• Delves into the nuances of social media expression.
• Focus on: hashtags; Internet slang and colloquialisms; emotional tone.
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Stance Simula3on with LLM: Method

Agents: Advocators for each possible stance

Input: A text with a stance. The analyses of the text by the linguistic expert, 
the domain specialist, and the social media veteran.

Output: The debate from each agent for the stance they support, including 
the evidence it chooses and its logical chain.

Reasoning-Enhanced Deba1ng Stage

Stance Conclusion Stage
Agent: A Judge

Input: A text with an embedded stance. Arguments from each agent, 
including evidence and their logical reasoning. 

Output:The identified stance of the text.
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Stance Simula3on with LLM: Experiments

• Our method achieves the current SOTA level in most scenarios without the 
need for additional training.

Accuracy
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Stance Simula3on with LLM: Experiments
Effectiveness

• The removal of any expert agent results in a certain degree of performance degrada=on.
• The removal of both stages leads to a significant performance drop.
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• Cases show COLA can provide reasonable and high-quality explanations for its decisions.

Tweet: @GovtsTheProblem This is what I see: Make way 4 ur queen 
peasants! Don'touch or talk 2 her U filth! #NoHillary2016 #Benghazi
Target: Hillary Clinton

Detected Stance: Against
Explaination: The use of derogatory language, the mention of the 
Benghazi incident in a negative context, and the hashtag 
#NoHillary-2016 all indicate thje stance against Clinton and a desire 
for her not to be elected. 

Tweet: The ruling by @Scotus is a major setback for @EPA & the environment. 
#dirtycoal
Target: Climate Change is Real Concern

Detected Stance: Favor
Explaination: The use of the hashtag #dirtycoal conveys a negative stance on coal, 
associated with environmental harm and climate change. Mentioning the 
Environmental Protection Agency (@EPA) and describing a ruling as an 
environmental setback highlights a concern for environmental protection, including 
climate change mitigation. The emotional tone of frustration and negative 
environmental hashtags further reinforce this pro-environmental perspective.

• The explana=ons generated COLA can greatly help GPT 3.5 to iden=fy stances.
à COLA can provide reasonable and high-quality explana=ons for its decisions.

Stance Simulation with LLM: Experiments
Explainability: Can COLA provide reasonable explanaAons for its 
decisions?
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Stance Simulation with LLM: Experiments
Versatility: Can COLA perform well on other measurement tasks?

• SenAment analysis: Determine the sen=ment expressed in the text.
• Persuasion predicAon: Determine whether one party in a conversa=on will be persuaded aIer a 

discussion.
Our method achieves or surpasses the current state-of-the-art levels in both tasks, without 
requiring addi=onal training.
-> Our method demonstrates strong versa=lity and can be applied to a range of measurement tasks 
in social networks.
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Stance Simulation with LLM

Stance Detection with Collaborative Role-Infused LLM-Based Agents. X. Lan, Chen Gao, D. 
Jin, and Yong Li, ICWSM 2024 (Spotlight, top 4% among all submissions).

论⽂:
hLps://arxiv.org/abs/2310.10467W
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Emotional Vulnerability Simulation with LLM
Vulnerable User DetecAon：
Assessing users’ emo/onal vulnerability levels based on texts posted on social media.

𝑡! 𝑡" 𝑡#

…

😄

😔

😭

Which user is the
vulnerable one?

User

• Different individuals exhibit different patterns of emotional changes.

• The threshold of events that cause emotional changes varies.

• Identifying emotional vulnerabilities is beneficial for accurately predicting individual 

emotional changes during the simulation.
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Emo5onal Vulnerability Simula5on with LLM
Generating Personalized User Characteristics in Simulation Environments
• Manual Creation

Ø Not scalable for large scale simulation

• Random Generation

Ø Lacks accuracy

• Using Groundtruth Data

Ø Very difficult to directly access users' real characteristics

• Automated Inference Based on Past User Behavior

Ø Reasonably accurate and scalable for large scale simulation

ü Our approach
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Emotional Vulnerability Simulation: Challenges
Challenges:
• Relying on professional psychology knowledge.

• Modeling of emotions and patterns of emotional change cannot be entirely data-driven; it 

relies on professional knowledge in psychology.

• Necessary to ensure both high accuracy and high explainability.

• While LLM classifiers naturally generate explanations for their decisions, their accuracy is 

lower than domain-specific models.

• Traditional classifiers have high accuracy but poor explainability.W
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• The task relies on expertise in psychology (Challenge 1).

ü Using professional psychological scales, emotional vulnerability tags are applied 

to users with LLM.

ü Incorporating the concept of "mood course" from psychiatry, the LLM is used to 

explicitly model users' emotional history.

Emotional Vulnerability Simulation: Method

Psychological 
measurement

Mood course 
analysis

User’s
Historical

Posts
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• The task needs to ensure high accuracy and high explainability (Challenge 2)

ü Classification with well-trained traditional classifiers to improve accuracy.

ü Utilizing LLM to produce explanations that include both arguments and 

reasoning, enhancing explainability.

Emo5onal Vulnerability Simula5on: Method

Psychological 
measurement

Mood course 
analysis

Result and Explana;on
User’s

Historical
Posts

Collaboration between traditional classifiers 
and LLMs for classification
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Emotional Vulnerability Simulation: Method

W
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Emotional Vulnerability Simulation: Method
Diagnostic Criteria Feature Extraction

Symptoms of depression defined in the DSM-5

User’s
Historical

Posts Annotating symptoms of 
depression with LLM 

Depression 
Symptom 
Feature

Mood Course Representation Construction

Filtering

User’s
Historical

Posts Mood course analysis 
with LLM

Mood Course
Representa=o

n
Filtering

• Mood course, defined as the temporal pattern 
and progression of emotional states, is critical in 
diagnosing clinical depression. 

• It delineates the onset, duration, and recurrence 
of mood episodes, providing insights into the 
disorder’s nature and trajectory.
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Emotional Vulnerability Simulation: Method
Post History RepresentaAon ConstrucAon

User’s
Historical

Posts
Text Embedding Model Post History

Representa=on

Prediction and Explanation

Result and Explanation

Depression Symptom

Mood Course

Post History • Classifying with GBT
• Explaining with LLM

• Modeling a user's entire post history
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Emotional Vulnerability Simulation: Experiments
Performance of our Method

• Our method outperforms the current SOTA on all metrics. 
• Due to the incorpora/on of knowledge, our method s/ll maintains 

high performance on highly imbalanced datasets (1:19).
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Emo5onal Vulnerability Simula5on: Experiments
Ablation Study

• Every module in our approach contributes to performance gain.

Hyperparameter Study
• The parameters 𝑘 and 𝑚 determine the proportion 

of posts we process with high-performance LLM.

• The trend of 𝑘 and 𝑚 indicates that under our 
filtering mechanism, processing about 20% of tweets 
with LLMs yields the best or near-best results.

• Our method conserves computational resources.
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Emo5onal Vulnerability Simula5on: Experiments
Explainability of our Method

Can our method 
provide high-quality 
explanaNons for its 
decisions?

The explanation include:

• Psychological Scale Annotation Results

• High Emotional Sensitivity Text Extraction 

Results

• Mood Course Description

• Decision Explanation

Our method provides high-quality explanations 

for its judgments from multiple perspectives 

and with evidence.
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Emotional Vulnerability Simulation: Preprint Paper

Depression Detection on Social Media with Large Language Models X. Lan, Y. Cheng, L. 
Sheng, Chen Gao and Yong Li, preprint 2024.

论⽂:
https://arxiv.org/pdf/2403.10750W
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Outline

• Background of LLM Agent-based Simulation

• Online behavior simulation with LLM Agents

• Social and economic simulation with LLM agents
• Economic simulation

• City system simulation with LLM agents

• Open discussions W
W
W
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Simulation with ABM:
Macroeconomic phenomena emerge from individual behavior

Traditional Forecasting

Approach 1: Statistical Model

38
Farmer, J. Doyne, and Duncan Foley. "The economy needs agent-based modelling." Nature 460.7256 (2009): 685-686.

Dynamic Stochastic 
General Equilibrium

Assumption of Stability

Assumption of 
Perfect World

LLM-based Macroeconomic Simulator：Background

Traditional Forecasting

Approach 2: DSGE
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Macroeconomic phenomena emerge from individual behavior, 
without rationality and equilibrium assumption

Business Cycle emerges from rule-based individual and firm behavior

Lengnick, Matthias. "Agent-based macroeconomics: A baseline model." Journal of Economic Behavior & Organization 86 (2013): 102-120.
39

Work

Consumption

HH：Individual
FI：Firm

Individual working 
and consumption

Firm hiring 
and production

Unemployment

Firm Scale

Phillips Curve

Monetary Policy

LLM-based Macroeconomic Simulator：LEN (Baseline)
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Taking social welfare as the RL optimization goal to achieve optimal tax policy

RL: maximize average wealth and society equity

Zheng, Stephan, et al. "The AI Economist: Taxation policy design via two-level deep multiagent reinforcement learning." Science advances 8.18 (2022): eabk2607.
40

Individual labor and trade
Gov. tax policy

More wealth, less labor Society equity

LLM-based Macroeconomic Simulator：RL Approach
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Perception

DecisionReflection

Shortcomings & 
Challenges

1. Perception
Heterogeneous individuals’ perception 

of the real-world economic environment

3. Decision

Consider the impact of 
various economic factors

2. Reflection

Expectation of dynamic 
changes in the market 

environment

Perception, reflection and decision-making support the emergence of 
macroeconomic phenomena 41

Shortcomings of Existing ABM Economic Simulation
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Why LLM for Economic Simulation

Multifaceted Factors

Income, Tax, Price, etc

Market Dynamics 

Inflation, Unemployment, etc

Real-world Economics

Age, Job, etc

LLM agent has human-like economic behavior characteristics

Reflection

Perception
LLM-empowered 
agent behavior

Perception

Reflection

Decision

42

Decision
W
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LLM-based Macroeconomic Simulator：Framework
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e 
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Labor

Consumption

Government

Bank

Income Tax

Redistribu3on

Expenditure

Infla3onInterest Rate

Inflation

Interest Rate

Market Dynamics

Income

Savings

Consumption

Tax, Redistribution

Memory

Reflec*on

Prompting

Promp*ng

Decision
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Labor
Working GovernmentTiered Tax

Equal 
Redistribution

Production

ConsumptionConsumption

Goods production and consumption

LLM-based Macroeconomic Simulator：Environment

Government taxation and redistribution
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Labor
Working GovernmentTiered Tax

Equal 
Redistribution

ConsumptionConsumption

LLM-based Macroeconomic Simulator：Environment

Bank

Unemployment

Interest Rate
Inflation

Interest Rate

Taylor RuleWage and Price

The impact of goods production and 
consumption on wages and prices

The impact of market conditions 
on interest rates (and savings)W
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1. Perception of real-world economics

LLM

Profile
Age, Job, Wage

Market
Unemployment, 

Shortage of goods

Heterogeneous 
individuals’ perception

Prompting

Perception

46

La
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e 
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Prompting

Risks from unemployment last month increase willingness to work this month

LLM-based Macroeconomic Simulator：Agent Design
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2. Reflect on the past economics

LLM
Dynamics in labor, 
consumption, and 
financial markets

Reflection

47Respond to dynamics in labor and consumer markets with adaptive decision-making

Market Dynamics

Income

Savings

Consumption

Tax, Redistribution

Memory

Reflection

Profile + Tax Policy + Economic Env.

Working and Consumption

Profile + Tax Policy + Economic Env.

Working and Consumption

⋯

LLM-based Macroeconomic Simulator：Agent Design
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3. Consider the impact of multifaceted economic factors

LLM
Working & 

Consumption 
Propensity

Decision

48

Work and consumption decisions that consider 
multifaceted economic factors

Income

Tax, Redistribution

Interest Rate

Goods Price

⋯

La
rg

e 
La

ng
ua

ge
 M

od
el

Decision

Labor

Consumption

LLM-based Macroeconomic Simulator：Agent Design
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Macroeconomic indicators with smaller fluctuations 
and more reasonable numerical ranges

49

Inflation, Unemployment Rate, GDP, GDP Growth Rate

Rule-based Agent RL LLM

Macroeconomic regularities 
consistent with empirical facts

RL LLM

Emerging macroeconomic phenomena

Phillips Curve, Okun's Law

LLM-based Macroeconomic Simulator：Experiments

Rule-based Agent
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Regression
Working & Consumption Decision～Salary, Tax, Redistribution, Savings, Price, Interest Rate

Working
Consumption

#agents with significant regression coefficients

For work decisions, regression coefficients 
are used to study the impact of monthly 
salary, taxes, and financial rebates.

For all agents, paying less taxes and 
receiving more financial rebates 
increases willingness to work

For more than 60% of agents, 
increasing monthly salary 
will increase work willingness

LLM-based Macroeconomic Simulator：Experiments
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For consumption decisions, use regression 
coefficients to study the impact of savings 
and interest rates.

Savings↑ → Consumption Propensity (Proportion)↓
→ Stable consumption

$Consumption

For more than 70% of agents, 
high interest rates will 
increase consumption 
willingness

LLM-based Macroeconomic Simulator：Experiments

Regression
Working & Consumption Decision～Salary, Tax, Redistribution, Savings, Price, Interest Rate

#agents with significant regression coefficients

Working
Consumption
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Only LLM agent decision-making gives the correct Phillips Curve
Ø The negative relationship between unemployment rate and wage inflation

Rule-based Agent RL LLM Comparison of consumption 
willingness in the two years 
with the highest/lowest 
unemployment rate

Ask about the reasons for LLM decisions
Grasp the market environment: 
consumption reduction caused by economic downturn under high unemployment rate

Pearson=-0.619, p<0.01

LLM-based Macroeconomic Simulator：Experiments
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Intervention: The impact of external shocks
Ø Take COVID-19 as an example

COVID-19 restrictions bring surge in unemployment

"In response to the large-scale outbreak of Covid-19 in the United 
States, the federal government has declared a national emergency 
since March 2020."

New prompt

... However, the outbreak of Covid-19 and the subsequent naGonal 
emergency declaraGon had a significant impact on the labor 
market. Many businesses were forced to close or reduce their 
operaGons, resulGng in widespread unemployment and 
uncertainty. This situaGon has likely affected my willingness to 
work, as job security and health concerns become more 
prominent ...

Agent Reflection

LLM-based Macroeconomic Simulator：Experiments
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Large Language Model-Empowered Agents for Simulating Macroeconomic Activities. 
N. Li, Chen Gao, Yong Li, and Q. Liao. arXiv preprint arXiv:2310.10436 (2023).

Paper:
https://arxiv.org/abs/2310.10436
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LLM-based Macroeconomic Simulator：Preprint Paper
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Simulating Human Society with Large 
Language Model Agents:

City, Social Media, and Economic System

WWW 2024 Tutorial

Chen Gao1, Fengli Xu1, Xu Chen2, Xiang Wang3, Xiangnan He3

and Yong Li1

1Tsinghua University
2Renmin University of China

3University of Science and Technology of China
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Simulate Urban Dynamics with LLM agents
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One of the Earliest Agent-based Models: Urban Segregation 

Thomas Schelling
（1921 - 2016）

Using Coins and graph paper to simulate urban 
segregation with autonomous agents.

Schelling, Thomas C. "Dynamic models of segregation." Journal of mathematical 
sociology 1.2 (1971): 143-186.

Satisfied 1/2 
threshold Stay

Move
Not satisfied 
1/2 threshold
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One of the Earliest Agent-based Models: Urban Segregation 

Mild preference could lead to the emergence of 
severe segregation at aggregate level.

Schelling, Thomas C. "Dynamic models of segregation." Journal of mathematical 
sociology 1.2 (1971): 143-186.
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Agent-based Models in Urban Studies

Agent-based Models in Cities: How Complex but Universal macro patterns
emerge from the interaction of individual agents?

Billions Millions Thousands

Micro Macro
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Agent-based Models in Urban Studies

Bettencourt, Luís MA. "The origins of scaling in cities." science 340.6139 (2013): 1438-1441.

Researchers have long sought to design agent-based 
model to explain the empirical laws in cities.W
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Agent-based Models in Urban Studies

Xu, Fengli, et al. "Emergence of urban growth patterns from human mobility behavior." Nature 
Computational Science 1.12 (2021): 791-800.

Agent-based Models 
for Urban Mobility Scaling Laws in Cities

Reproduce
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The Classic Research Paradigm of Rule-based Agents in City

Rule-based agents are used as the proxies of micro rules/mechanisms, 
examining whether they can explain interested macro patterns.W
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LLM-empowered Generative Agents

Park, Joon Sung, et al. "Generative agents: Interactive simulacra of human behavior." UIST. 2023.
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LLM-empowered Generative Agents

Park, Joon Sung, et al. "Generative agents: Interactive simulacra of human behavior." UIST. 2023.

Leveraging the common sense reasoning power 
of LLMs to simulate 25 agents in a virtual town. 
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LLM-empowered Generative Agents

Park, Joon Sung, et al. "Generative agents: Interactive simulacra of human behavior." UIST. 2023.

The architecture of generative agents, five 
modules: Plan, Perceive, Reflect, Act, RetrieveW
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LLM-empowered Generative Agents

Park, Joon Sung, et al. "Generative agents: Interactive simulacra of human behavior." UIST. 2023.

Retrieve relevant memories to augment agent behavior simulation.W
W
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LLM-empowered Generative Agents

Park, Joon Sung, et al. "Generative agents: Interactive simulacra of human behavior." UIST. 2023.

Reflect periodically summarizes low-level memories 
into high-level, abstract thoughts.W
W
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LLM-empowered Generative Agents

Park, Joon Sung, et al. "Generative agents: Interactive simulacra of human behavior." UIST. 2023.

Experiments show these generative agents can: 1) simulate human activities, such as 
a Valentine’s part; 2) produces more believable behavior than human crowdworkers.
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What is a LLM Agent?

Sumers, Theodore R., et al. "Cognitive architectures for language agents." arXiv preprint arXiv:2309.02427 (2023).

@ Andrew Ng 

Environment

AgentAgent
Communicate 

Interact

Perceive 
Act
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LLM Agents Could Be Novel Data Sources

Duéñez-Guzmán, Edgar A., et al. "A social path to human-like artificial intelligence." 
Nature Machine Intelligence 5.11 (2023): 1181-1188.

Web AI Reinforced AI Interacting AgentsW
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Paradigm Shift

Rule-based 
Agent

Generative 
Agent

p Data Generation: travel survey, business site selection, policy evaluation, etc. 
p Learning Environment: reinforced with feedback, e.g., city navigation, 

scheduling. Providing a benchmark environment.
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Challenges

• Interact with Complex Urban Environment
• Millions of point-of-interests (places) in a city

• Multi-modal Urban Experiences

• Real-world urban experiences are beyond text

• Cost of Scaling Up

• LLM simulation is quite expensive W
W
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Interact with Urban Places (Mobility Behavior)

Parameterized simple rules-based:
- Use stochastic processes to model 
- decision making processes: TimeGeo

Deep Generative Models-based:
- GAN-based： MoveSim
- VAE-based： Volunteer
- Diffusion-based：DiffTraj

Massive 
training data

Model Generated 
data

Fitting Sample
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Mobility Generation as Reasoning

Training data

Model

Generated data

Fitting Sample

LLM 
Agents

Reasoning 
moving intentions

Mapping to 
physical world

Few-shot 
role-play

A New Scheme: Generation as Reasoning
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From Reasoning to Behaviour

LLM Agents

Difficult to choose from millions

of urban places:

- Limited context lengths

- Not good geospatial data

- Expensive inference costW
W
W
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Theory of Planned Behaviour

Demographic 
Profiles

Armitage, Christopher J., and Mark Conner. "Efficacy of the theory of planned behaviour: A meta‐analytic 
review." British journal of social psychology 40.4 (2001): 471-499.

Templates of 
Intentions

Physical Factors:
Distance, 
Road Network…

22

LLM Reasoning

Physical Model

W
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Grounding LLM Reasoning with Physical Mobility Models 
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Generating Templates of Mobility Intentions

o Few-shot Role-play：
n Demographic profiles: (Gender/education/

consumption level/occupation)
n manually annotated in-context learning 

examples of intention

This is the daily schedule of a programmer who 
works at an IT company.
…………
[“eat”, “(12:35, 13:01)”], (Reason: Already noon.  
Time for lunch.)
[“go to work”, “(13:15, 22:07)”],   (Reason:After
lunch, afternoon and evening are the main working 
hours. Overtime is needed to make up for the lack 
of working time.) …………

Example construction

Demographic Profiles

Intent sequences
（human labeled）

Reasoning process behind 
each decision

（human labeled）

p Chain Of Thought Reasoning :
× Generate a complete sequence of intents at once

ü Reasoning intent sequence step by step:
→ chain of intention and context
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Mapping Intentions to Physical Behaviour

o Match intents to physical locations by gravity model
n Transfer probability between two regions: 𝑃!" = 𝐾𝑚!𝑚"𝑓 𝑟!"
n Granularity of zoning: concentric rings centred on the previous location
n 𝑚!, 𝑚": POI density in the ring ，𝑓 𝑟!" = 𝑟#$.&

n Maximum search distance : 10km
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Experiments – Data Quality

o Baselines：
n Mechanism models：TimeGeo
n Deep generative models：

o GAN-based：MoveSim
o VAE-based：Volunteer
o Diffusion-based：DiffTraj

o Evaluation dimensions：
n Classic statistical indicators

o time、distance、frequency
n Group Aggregation Authenticity

o OD matrix error
o frequency of visits to all grid points

n Semantic Accuracy
Ø Improve all performance metrics by 44% on average.
Ø Intent accuracy was significantly improved by 62.23%.
Ø Training data was reduced from 100k to 200.

W
W
W
 2
02

4 
Tu

to
ria

l



27

Experiments –Token Cost

o Token cost: 0.6% of pure LLM

n Gravity model saves lots of 
POI selection token

n Multiple trajectories can be 
generated from the same 
intent template (20)

o Achieve large performance gains 
on several data quality metrics.
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Experiments – Downstream Applications

o Enhance Mobility Prediction Tasks:

o Fix the num of real data: 100
o Num of generated data: 50/100/200/500/1000
o 33% improvement over baselinesW
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Multi-modal Urban Experiences: Street View

Fan, Zhuangyuan, et al. "Urban visual intelligence: Uncovering hidden city profiles with street view images." 
Proceedings of the National Academy of Sciences 120.27 (2023): e2220417120.
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Multi-modal Urban Experiences: Street View

Fan, Zhuangyuan, et al. "Urban visual intelligence: Uncovering hidden city profiles with street view images." 
Proceedings of the National Academy of Sciences 120.27 (2023): e2220417120.
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Can LLM Agents Pick Up Visual Cues?

Schumann, Raphael, et al. "Velma: Verbalization embodiment of llm agents for vision and language navigation in 
street view." AAAI ,2024.

Following Language Instructions to Navigate 

with Visual Cues in Street Views.W
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CLIP as a Multi-modal Perception Module

Schumann, Raphael, et al. "Velma: Verbalization embodiment of llm agents for vision and language navigation in 
street view." AAAI ,2024.

Using CLIP as a module to enable the multi-modal capabilities of LLM agents.W
W
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Goal-directed Navigation

Can LLM Agents Navigate without
Instructions?

Need to make its own decision:
- Spatial reasoning
- Memory
- Planning
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LLM Agents for Multi-modal Goal-directed Navigation

Street Views

Goal Description

Landmark
Recognition

Direction 
Inference

Memory & 
Planning

Decision
Action

Observation

Agentic Workflow Agents

Multi-modal LLMs + Agentic WorkflowW
W
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Workflows for Multi-modal Goal-directed Navigation

Environment

Update

Environment

Update

Spatial Perception  

Anticipate-Reflect

Planning and DecisionMemory

RetrieveWrite

Learn

Visual
Encoder

Direction
Inference

Street
Views

Agent
Position

Working Memory

Long-term Memory

Episode

Semantic

Planning Decision

Agent
Position

Road
Network

Action

Inform

Feedback
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Finetuning Multi-modal LLMs for Landmark Recognition

Use image-conversation data to fine-tune a multimodal base model 
with the ability to recognize landmark:

Which landmark?   Which direction?   How far away?
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Finetuning LLaVA

Accuracy Precision Recall F1-Score IoU
Base 0.1873 0.0576 0.9347 0.1072 0.6432

Finetuned 0.9980 0.9868 0.9695 0.9779 0.9152

Env Parameter

CPU Intel(R) Xeon(R) Platinum 8358P 

GPU NVIDIA GeForce RTX A100 80G

OS Ubuntu 22.04.1

Compiler Python 3.10.13

Finetune Setup

We finetune LLaVA-1.5-7B base model with 30k 
conversation data for 3 hours (LoRA mode on 1 x A100)
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Memory Mechanism

Episodic Memory
• Trajectory Nodes

Ø Represented by coordinates
Ø E.g. (0,0) – East à (1,0)

• Intersection Nodes
Ø Visite Information

• Direction Memory
Ø The three 𝒅𝒊𝒓_𝒊 memories and their 

corresponding nodes 𝑽_(𝒅𝒊𝒓_𝒊)

Semantic Memory
- A high-level summarizing description of 
movement history W
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Anticipate & Reflect 

GoalCurrent
Position

Current
Position

History
Position

Direction 
Inference 
Memory

Goal Description

Direction 
Inference

Memory & 
Planning

DecisionW
W
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Experiments

Methods
Beijing Shanghai

Success (%) Steps SPL Success (%) Steps SPL
Random 0.0632 24.97 0.0168 0.0632 24.90 0.0220

RL method [*] 0.2105 20.80 0.1979 0.2000 21.06 0.1884
Heuristics 0.2421 20.37 0.1698 0.2632 19.81 0.1884

Ours 0.4421 15.25 0.3384 0.4211 15.80 0.3154
Ours (w/o Finetuned LLaVA) 0.1263 23.05 0.1038 0.1579 22.27 0.1298

Ours (w/o anticipate-reflection) 0.3263 18.07 0.2668 0.3158 18.26 0.2723
Ours (w/o Planning) 0.3895 16.50 0.3138 0.3789 16.78 0.3033

Ø Outperform RL methods[*] with thousands of 
training trajectories

Ø Ablation study show the effectiveness of each 
module

Ø Produce more consistent navigation behavior 

[*] Mirowski, Piotr, et al. "Learning to navigate in cities without a map." Advances in neural information 
processing systems 31 (2018).

Landmark

Current 
location

Goal

Landmark

GoalCurrent 
locationW
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Commonsense Reasoning in LLMs

Unleashing the scaling law 
in reasoning problemsChain-of-thoughts

Wei, Jason, et al. "Chain-of-thought prompting elicits reasoning in large language models." Advances in 
neural information processing systems 35 (2022): 24824-24837.
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Token Cost

Yao, Shunyu, et al. "Tree of thoughts: Deliberate problem solving with large language models." 
Advances in Neural Information Processing Systems 36 (2024).

The current reasoning frameworks are getting 
increasingly accurate but also more costly.

CoT -> ToT:

Ø Accuracy 4%->74%

Ø Token cost X100!

（Game of 24）
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Dual Process Theory

Synergy of Large & 
Smaller Models

Dual Process in 
Human Cognition
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Default-Interventionist Framework (DefInt)

Using Smaller LMs for default reasoning, when necessary 
trigger the accurate but effortful reflection of Larger LMs.
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Default-Interventionist Framework (DefInt)

Large margin of profitable 
intervention rates

Intuition form 
Smaller LMs

Confidence 
Evaluator

Reflection of 
Larger LMs
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Experiment

Game of 24

Logic Grid Puzzle

Creative Writing

Open-ended Question Answering

Constrained Generation

Math & Logic

Creative

Open-ended
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Experiment

Game 
of 24

Creative 
Writing

Dollar Cost Estimated TFLOPS

ØReduce token 
cost by 75%

ØAchieving SOTA 
performance
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Empirical Intervention Rate

The empirical intervention rate 
is between 10%~30%

Even in complex reasoning tasks, large 
amount of intermediary steps can be 

offloaded to smaller LMs
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More Configurations

GSM8K：

Game of 24：

Creative Writing：
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Summary

DefInt: A Default-interventionist 
Framework for Efficient Reasoning 
with Hybrid Large Language Models

Large room for exploiting the 
synergy between small & large LMs 
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Building a Platform for City Simulation

Simple, Finite Simulation Complex, Open-ended Urban System

V.S.
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Building a Platform for City Simulation

Embodied, 
Standardized,
Intuitive.

Reliable, 
Simple, 
Efficient.

Complex, 
Deliberated, 
Coherent.

Human Friendly
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Building a Platform for City Simulation

College Student White Collar

Retired Person
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A 2D Web Portal

Urban Generative 
Intelligence

https://opencity.fiblab.net/W
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A 2D Web Portal

Urban Generative 
Intelligence

https://opencity.fiblab.net/

Application Info

Agent Profiles

Console
Create App
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A 2D Web Portal

Urban Generative 
Intelligence

https://opencity.fiblab.net/
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A 2D Web Portal

Urban Generative 
Intelligence

https://opencity.fiblab.net/
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A 2D Web Portal

Urban Generative 
Intelligence

https://opencity.fiblab.net/
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Open Discussions

W
W
W
 2
02

4 
Tu

to
ria

l



66

Materials of this tutorial

Chen Gao, et al. Large Language Models Empowered 
Agent-based Modeling and Simulation: A Survey and 
Perspectives, arXiv, 2023
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