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Information retrieval

Information retrieval (IR) is the activity of obtaining information system resources that
are relevant to an information need from a collection of those resources.
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Information repository

Given: User query (keywords, question, image, ...)
Rank: Information objects (passages, documents, images, products, ...)
Ordered by: Relevance scores



Complex architecture design behind search engines
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Complex architecture design behind search engines
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m Pipelined paradigm has withstood the test of time

m Advanced machine learning and deep learning approaches applied to many
components of modern systems



Core pipelined paradigm: Index-Retrieval-Ranking

Query parser
rewriting, expansion, Search query
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Doc parser . .
extraction, anti- T~ Retrieval — Re-ranking
spamming, ...

® |ndex: Build an index for each document in the entire corpus
® Retriever: Find an initial set of candidate documents for a query

® Re-ranker: Determine the relevance degree of each candidate



Index-Retrieval-Ranking: Disadvantages

Query parser
rewriting, expansion, Search query
[ suggestion, ...
S
Doc parser . .
extraction,anti- [ Index [7* Retrieval ™ Re-ranking —-*

spamming, ...
\\ —
11 I
. . . { .
Memory efficient data structure and storage Efficient retriever B Effective re-ranker 1
I I
terms I
JE.gxlE « Term-based retriever: PIV, i I’ LTR models: RankNet, i
se=3fs I
ITITETE doaumens DIR, BM2S5 etc. || RankerSVM, LambdaMartetc. |
2|12||2|2|2 {2 {|2 [*— n1: Hetikes to wink, he Tikes o drink. | . i
2|2 12 f|2 |2} p2: e s todine and i, and * Dense Retriever: dual-encoder, | |+ Neural ranking models: cross- |
D3: The thing he likes to drink is ink. I
e L e et ColBert, ICT... | | encoder, DRMM, BERT-maxP ... |
b 1 [ [ i s e o wink n i e | i
Key idea: recall a small set of candidate Key idea: conduct fine-grained relevance
Term-based inverted index Semantic-based vector index e ina hing between a query and a small set of
coarse-grained way candidate documents

e Effectiveness: Heterogeneous ranking components are usually difficult to be
optimized in an end-to-end way towards the global objective



Index-Retrieval-Ranking: Disadvantages

T,

Big storage Slow inference speed

GTR (Dense retrieval)
Memory size 1430MB

GTR (Dense retrieval)
Online latency 1.97s

e Efficiency: A large document index is needed to search over the corpus, leading
to significant memory consumption and computational overhead

Source: [Sun et al., 2023]



What if we replaced the pipelined architecture with a single consolidated

model that efficiently and effectively encodes all of the information con-
tained in the corpus?




Opinion paper: A single model for IR
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Generative language models
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Two families of generative retrieval

® (Closed-book: The language model is the only source of knowledge leveraged
during generation, e.g.,

m Capturing document ids in the language models
m Language models as retrieval agents via prompting
® Open-book: The language model can draw on external memory prior to, during,
and after generation, e.g.,

m Retrieval augmented generation of answers
m Tool-augmented generation of answers

Source: [Najork, 2023]
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Closed-book generative retrieval

The IR task can be formulated as a sequence-to-sequence (Seq2Seq) generation
problem

11



Closed-book generative retrieval

The IR task can be formulated as a sequence-to-sequence (Seq2Seq) generation
problem

® Input: A sequence of query words

® Qutput: A sequence of document identifiers

11



Neural IR models: Discriminative vs. Generative

Discriminative Generative
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Why generative retrieval?

Query Parser
rewriting, expansion, #=========| Search query
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Search results

o Effectiveness: Knowledge of all documents in corpus is encoded into model
parameters, which can be optimized directly in an end-to-end manner
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Why generative retrieval?

Data source: [Sun et al., 2023]

Dense retrieval

Memory size
(MS MARCO 300K)

B
GTR
1430MB

Generative retrieval

GenRet
860MB

Online latency

=y
GTR
1.97s

o Efficiency: Main memory computation of GR is the storage of document

identifiers and model parameters

® Heavy retrieval process is replaced with a light generative process over the

vocabulary of identifiers

e/
GenRet
0.16s

14



Statistics of related publications
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ICLR, 2%

EMNLP, 3%

WSDM, 2%

CIKM , 4%

WWW, 2%
ICML, 2%

Others, 9%

AAAL, 2%

oIS, 1%

NeurlPS, 7%

ACL, 6%

aniv, 25%

KDD, 2%

SIGIR, 13%

15



Goals of the tutorial

e We will cover key developments on generative information retrieval (mostly
2021-2024)

Problem definitions
Docid design

Training approaches
Inference strategies

Applications
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Goals of the tutorial

e We will cover key developments on generative information retrieval (mostly
2021-2024)

Problem definitions
Docid design

Training approaches
Inference strategies

Applications

® We are still far from understanding how to best develop generative IR architecture
compared to traditional pipelined IR architecture:

m Taxonomies of existing research and key insights
m Our perspectives on the current challenges & future directions
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Schedule

Time Section Presenter
13:30-13:50  Section 1: Introduction Maarten de Rijke
13:50-14:20  Section 2: Definitions & Preliminaries ~ Zhaochun Ren
14:20-15:00  Section 3: Docid design Yubao Tang
15min coffee break
15:15-15:55  Section 4: Training approaches Weiwei Sun
15:55-16:15  Section 5: Inference strategies Weiwei Sun
16:15-16:35  Section 6: Applications Yubao Tang
16:35-16:50  Section 7: Challenges & Opportunities Maarten de Rijke
16:50-17:00 Q & A All
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Definitions & Preliminaries



Generative retrieval: Definition

Generative retrieval (GR) aims to directly generate the identifiers of information
resources (e.g., docids) that are relevant to an information need (e.g., an input query)
in an autoregressive fashion

“Transformer Memory as a Differentiable Search Index”. Tay et al. [2022]; “Autoregressive Entity Retrieval”. De Cao et al. [2021]



Autoregressive formulation
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Autoregressive models

Decoder-only

Image source: Kenton and Toutanova [2019] and Retrieval-based Language Models and Applications
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Autoregressive models

Decoder-only Encoder-decoder

Image source: Kenton and Toutanova [2019] and Retrieval-based Language Models and Applications
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Autoregressive models

Decoder-only Encoder-decoder

Image source: Kenton and Toutanova [2019] and Retrieval-based Language Models and Applications
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Generative retrieval: Definition

GR usually exploits a Seq2Seq encoder-decoder architecture to generate a ranked list
of docids for an input query, in an autoregressive fashion

“Transformer Memory as a Differentiable Search Index”. Tay et al. [2022]; “Autoregressive Entity Retrieval”. De Cao et al. [2021]



Reuvisit the key idea
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Two basic operations in GR

® |ndexing: To memorize information about each document, a GR model should
learn to associate the content of each document with its corresponding docid

Source: [Tay et al., 2022]



Two basic operations in GR

® |ndexing: To memorize information about each document, a GR model should
learn to associate the content of each document with its corresponding docid

® Retrieval: Given an input query, a GR model should return a ranked list of
candidate docids by autoregressively generating the docid string

Source: [Tay et al., 2022]



Indexing: Formulation

Given:

® A corpus of documents D;

® A corresponding docid set Ip;



Indexing: Formulation

Given:

® A corpus of documents D;

® A corresponding docid set Ip;

The indexing task directly takes each original document d € D as input and generates
its docid id € Ip as output in a straightforward Seq2Seq fashion, i.e.,

Elndexing(D; Ip; 9) = — Z log P(Id ’ d;6)7
deD

where 6 denotes the model parameters, and P(id | d; 0) is the likelihood of each docid
id given the document d



Retrieval: Formulation

Given:

® A query set Q;

® A set of relevant docids /g;



Retrieval: Formulation

Given:

® A query set Q;

® A set of relevant docids /g;

The retrieval task aims to generate a ranked list of relevant docids id? € /g in
response to a query g € @ with the indexed information, i.e.,

[’Retneval(Q IQ 0 Z Z |ogP qu | q, 9)

qeQ idicly

where P(id% | g;0) is the likelihood of each relevant docid id9 given the query ¢



Following the above two basic operations, i.e., indexing and retrieval, a single model
can be optimized directly in an end-to-end manner towards a global objective,



Following the above two basic operations, i.e., indexing and retrieval, a single model
can be optimized directly in an end-to-end manner towards a global objective,

LGiobal(Q, D, Ip, 1q;0) = Lindexing (D, Ip; 0) + LRetrieval(Q, 1q; )



Training: An example

Retrieval

Query123 Docid246

how to lose weight and stay motivated Q123 Stay Motivated to Lose Weight

Doc246 Docid246

how to store roasted pumpkin seeds Encoder D246 Decoder Store Pumpkin Seeds
Doc357 Docid357

what season is fear the walking dead D357 Walking Dead

Indexing

Joint learning the indexing and retrieval tasks

10



Inference

® Once such a GR model is learned, it can be used to generate candidate docids for
a test query g, all within a single, unified model,

Wt = GRe(qtv wo, Wi, .. ., Wtfl)a

where w; is the t-th token in the docid string and the generation stops when
decoding a special EQS token

11



Inference

® Once such a GR model is learned, it can be used to generate candidate docids for
a test query g, all within a single, unified model,

Wt = GRe(qtv wo, Wi, .. ., Wtfl)a

where w; is the t-th token in the docid string and the generation stops when
decoding a special EQS token

® The docids generated with the top-K highest likelihood (joint probability of
generated tokens within a docid) form a ranking list in descending order

11



Research questions (1): Docid design

Document Query

association mapping
Docid

Unfortunately, there is no natural identifier for each document!

12



Research questions (1): Docid design

Image source: Information retrieval book

Traditional information retrieval

Generative retrieval
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Research questions (1): Docid design

Image source: Information retrieval book

Traditional information retrieval

Generative retrieval

[ Brutws | — [1] 2] 4] T [31[ 45173 17|

[ Caesar | — [T[ 2[ 4] 5] 6[16] 57 [ 2. ]

[ Calpurnia | — [2] 31 [ 54 [ 101 |

Document features

As an entry

(
|
I
I
|
i
|
I
|
I

\_[bos]

Docid: xx xxx x

Xy X2 Xn-1| Xn [eos]i
|
|
|
|

- —
k

For generation

How to design docids for documents?
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Research questions (1): Docid design

® Possible design choices

c @& geeksforgeeks.org/what-is-information-retrieval/

53224
Numeric

What is Information Retrieval?

Read Discuss  Courses

What is information

Information Retrieval (IR) can be defined as a software program that retrieval?

deals with the organization, storage, retrieval, and evaluation of
information from document repositories, particularly textual
geeksforgeeks.org/what-
is-information-retrieval

information. Information Retrieval is the activity of obtaining material
that can usually be documented on an unstructured nature i.e. usually
text which satisfies an information need from within large collections
which is stored on computers. For example, Information Retrieval can

010010110101001

be when a user enters a query into the system.

Not only librarians, professional searchers, etc engage themselves in

the activity of information retrieval but nowadays hundreds of millions

. Information retrieval (IR)
of people engage in IR every day when they use web search engines. can be defined as a

Information Retrieval is believed to be the dominant form of software program

Document source: Geeksforgeeks

14


https://www.geeksforgeeks.org/what-is-information-retrieval/

Challenges of docid design

¢ Shall we use randomized numbers or codes as docids?
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m Titles, URLs or ?
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® Would the choices of different docids affect the model performance (e.g.,
effectiveness, capacity, etc.)?

m Long (e.g., 728 hash code) vs. Short docids (e.g., n-grams)
m Single (e.g., title or URL) vs. Multiple docids (e.g., multiple keywords)
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m Titles, URLs or ?

® Would the choices of different docids affect the model performance (e.g.,
effectiveness, capacity, etc.)?

m Long (e.g., 728 hash code) vs. Short docids (e.g., n-grams)
m Single (e.g., title or URL) vs. Multiple docids (e.g., multiple keywords)

We will tackle these questions in Section 3!
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Research questions (2): Training approaches

Retrieval
Query123 Docid246
how to lose weight and stay motivated / Stay Motivated to Lose Weight
Doc246 Docid246
how to store roasted pumpkin seeds Indexer & Retriever > Store Pumpkin Seeds
Doc357 Docid357
what season is fear the walking dead Walking Dead
Indexing

Joint learning process of the indexing and retrieval tasks

16



Challenges of training approaches

¢ How to memorize the whole corpus effectively and efficiently?

m Rich information in documents
m Limited labeled data
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Challenges of training approaches

¢ How to memorize the whole corpus effectively and efficiently?

m Rich information in documents
m Limited labeled data

®* How to learn heterogeneous tasks well within a single model?
m Different data distributions
m Different optimization objectives

® How to handle a dynamically evolving document collection?

m Internal index: model parameters
m High computational costs: re-training from scratch every time the underlying corpus
is updated

We will tackle these questions in Section 4!

17



Research questions (3): Inference strategies

Ranking list
1 Docid246
— .
. Store Pumpkin Seed:
Test query Trained model OIS LIELSees
uery443
QWhr)t,' the t important thing f ? 2 Docid998
at 1s the most 1mpo; ng for
saving pumpkin seeds? > Encoder ——> Decoder ——— > Store Seeds
3 Docid683
— Pumpkin Seeds
L

The generation process is different from general language generation
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Challenges of model inference

® How to generate valid docids?

m Limited docids vs. free generation
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Challenges of model inference

® How to generate valid docids?
m Limited docids vs. free generation
® How to organize the docids for large scale corpus?
m Data structure for docids over millions of documents
¢ How to generate a ranked list of docids for a query?

m One-by-one generation: likelihood probabilities
m One-time generation: directly decoding a sequence of docids

We will tackle these questions in Section 5!
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Research questions (4): Applications

How to employ generative retrieval models in different downstream tasks?

Entity Linking Recommendation
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N
Dialogue Open Domain QA Slot Filling
. . . § T
L

Image source: Murayama [2021], Stanford blog, Froomle Al, Google, Zero-shot blog, and Heck and Heck [2020]
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Research questions (4): Applications

How to employ generative retrieval models in different downstream tasks?

Fact Verification Entity Linking Recommendation
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We will tackle this question in Section 6!

Image source: Murayama [2021], Stanford blog, Froomle Al, Google, Zero-shot blog, and Heck and Heck [2020]
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Challenges of docid design

¢ Shall we use randomize numbers as the docids?
¢ |f not, how to construct proper docids for the documents?

¢ Would the choices of different docids affect the model performance
(effectiveness, capacity, etc.)?



Categorization of docids

generation . utilization
@ Docids GR model

® Pre-defined static docids



Categorization of docids

utilization

initial /\,
i ilizati i .
@ generatlon DOCldS utilization GR model @ generation DOCldS GR mOdel

joint learning & updating

® Pre-defined static docids ® | earnable docids



Roadmap of pre-defined static docids

Number-based
docids



Roadmap of pre-defined static docids

Unstructured atomic integers
(Tay et al. 2022)

Numbe|

r-based

docids

]

Naively structured strings
(Tay et al. 2022)

.

Product quantization strings
(Zhou et al. 2022)

Semantically structured strings
(Tay et al. 2022)



Roadmap of pre-defined static docids

Unstructured atomic integers
(Tay et al. 2022)

Number-based Word-based

_—
docids docids

—

Naively structured strings | Product quantization strings
(Tay et al. 2022) (Zhou et al. 2022)

Semantically structured strings
(Tay et al. 2022)
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(De Cao et al. 2021)

Unstructured atomic integers URLs
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Semantically structured strings Important terms

(Tay et al. 2022) (Zhang et al. 2023)
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Roadmap of pre-defined static docids
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(De Cao et al. 2021)

Unstructured atomic integers URLs
(Tay et al. 2022) (Zhou et al. 2022)
A single docid
Number-based Word-based . .
docids docids Multiple docids
Naively structured strings | Product quantization strings Pseudo queries
(Tay et al. 2022) (Zhou et al. 2022) (Tang et al. 2023a)
Semantically structured strings Important terms

(Tay et al. 2022) (Zhang et al. 2023)



Roadmap of pre-defined static docids

Titles
(De Cao et al. 2021)

Unstructured atomic integers URLs
(Tay et al. 2022) (Zhou et al. 2022)

A single docid

Single type (N-grams)
(Bevilacqua et al. 2022)

T

Number-based Word-based
—_—

docids docids
Naively structured strings | Product quantization strings Pseudo queries
(Tay et al. 2022) (Zhou et al. 2022) (Tang et al. 2023a)
Semantically structured strings Important terms
(Tay et al. 2022) (Zhang et al. 2023)

Multiple docids

!

Diverse types
(Pseudo queries + N-grams + Titles)
(Li et al. 2023)



A single docid: Num

ber-based

Unstructured atomic integers
(Tay et al. 2022)

Numbe|

r-based

docids

]

Naively structured strings
(Tay et al. 2022)

.

Product quantization strings
(Zhou et al. 2022)

Semantically structured strings
(Tay et al. 2022)



Number-based: Unstructured atomic integers

® An arbitrary (and possibly random) unique integer identifier

Source: [Tay et al., 2022]



Number-based: Unstructured atomic integers

® An arbitrary (and possibly random) unique integer identifier

Corpus Docids

[
= 0
[
= 1
[
= 2

Source: [Tay et al., 2022]



Number-based: Unstructured atomic integers

® Decoding formulation: learn a probability distribution over the docid
embeddings, i.e., emitting one logit for each unique docid

Corpus  Docids Waoes Query
(= T
% 0 i Encoder 0= SOftmaX([Wdocs] hlast)a
- ! where [Wgocs] is the document embedding
= 1 ' A Decoder . . o
L i ; matrix, and hj,s is the last layer’s hidden
_ﬂ ) b state of the decoder
fr— ; DI Nyast

Source: [Tay et al., 2022]



Unstructured atomic integers and subsequent work

Zhou et al. 2022, Zhou et al. 2023,
Nguyen and Yates et al. 2023c,
Nadeem et al. 2022, Mehta et al. 2022

!

Unstructured atomic integers

)

Naively structured strings

(Tay et al. 2022)

(Tay et al. 2022)

Number-based
docids

S

Product quantization strings

(Zhou et al. 2022)

Semantically structured strings

(Tay et al. 2022)



Unstructured atomic integers and subsequent work

Zhou et al. 2022, Zhou et al. 2023,
Nguyen and Yates et al. 2023c,
Nadeem et al. 2022, Mehta et al. 2022

!

Unstructured atomic integers
(Tay et al. 2022)

Number-based
docids

.

Naively structured strings | Product quantization strings
(Tay et al. 2022) (Zhou et al. 2022)

Semantically structured strings
(Tay et al. 2022)

[ﬁ Easy to build: analogous to the output layer in standard language model



Unstructured atomic integers: obvious constraints

ﬂ@ The need to learn embeddings for each individual docid



Unstructured atomic integers: obvious constraints

ﬂ@ The need to learn embeddings for each individual docid

ﬂ@ The need for the large softmax output space



Unstructured atomic integers: obvious constraints

ﬂ@ The need to learn embeddings for each individual docid

ﬂ@ The need for the large softmax output space

It is challenging to be used on large corpora!



Number-based: Naively structured strings

® Treat arbitrary unique integers as tokenizable strings

Corpus Docids Tokenized docid strings
Tokenizing based on

_ G model’s vocabulary
= 243168 | . 24 316 8

Source: [Tay et al., 2022]



Number-based: Naively structured strings

® Decoding formulation: Generating a docid string in a token-by-token manner

_________________________________________

!
@

2- | |- I8

Docid:
243168

E Encoder Decoder

Source: [Tay et al., 2022]
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Naively structured strings and subsequent work

Zhou et al. 2022, Zhou et al. 2023
Nguyen and Yates et al. 2023c,
Nadeem et al. 2022, Mehta et al. 2022
N

Unstructured atomic integers

(Tay et al. 2022)

Number-based
docids

N

Naively structured strings | Product quantization strings

(Tay et al. 2022)

Zhuang et al. 2023,
Nadeem et al. 2022

(Zhou et al. 2022)

Semantically structured strings

(Tay et al. 2022)

11



Naively structured strings and subsequent work

Zhou et al. 2022, Zhou et al. 2023
Nguyen and Yates et al. 2023c.
Nadeem et al. 2022, Mehta et al. 2022
A

Unstructured atomic integers
(Tay et al. 2022)

Number-based
docids

N

Naively structured strings | Product quantization strings
(Tay et al. 2022) (Zhou et al. 2022)

Zhuang et al. 2023,
Nadeem et al. 2022

Semantically structured strings
(Tay et al. 2022)

Iﬁ Such a way frees the limitation for the corpus size that comes with unstructured

atomic docid
11



Naively structured strings: obvious constraints

ﬂ@ Identifiers are assigned in an arbitrary manner

12



Naively structured strings: obvious constraints

ﬂ@ Identifiers are assigned in an arbitrary manner

ﬂ@ The docid space lacks semantic structure

12



Number-based: Semantically structured strings

Properties:

® The docid should capture some information about the semantics of its associated
document

Source: [Tay et al., 2022]

13



Number-based: Semantically structured strings

Properties:
® The docid should capture some information about the semantics of its associated
document

® The docid should be structured in a way that the search space is effectively
reduced after each decoding step

Source: [Tay et al., 2022]

13



Number-based: Semantically structured strings

Properties:

® The docid should capture some information about the semantics of its associated
document

® The docid should be structured in a way that the search space is effectively
reduced after each decoding step

Semantically similar documents share docid prefixes

Source: [Tay et al., 2022]

13



Number-based: Semantically structured strings

® A hierarchical clustering algorithm over document embeddings to induce a
decimal tree

Source: [Tay et al., 2022]
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Number-based: Semantically structured strings

® A hierarchical clustering algorithm over document embeddings to induce a
decimal tree

Document

Embeddings e e, =, t . ..‘ ... = -
1 2 - - -
.: -.O - ... ... -- - - -
1 12 21 22 23
.: - ’. - .‘. < .. ‘ _, Beamsearch

decodes 233"

Source: [Tay et al., 2022]

14



Semantically structured strings and subsequent work

Zhou et al. 2022, Zhou et al. 2023,
Nguyen and Yates et al. c
Nadeem et al. 2022, Mehta et al. 2022

Unstructured atomic integers
(Tay et al. 2022)

Number-based
docids

I

— —

Naively structured strings | Product quantization strings
(Tay et al. 2022) (Zhou et al. 2022)
v

Zhuang et al. 2023,

Semantically structured strings
(Tay et al. 2022)

Wang et al. 2022,
Chen et al. 2023b,
Nadee et al. 2022

15



Semantically structured strings and subsequent work

Zhou et al
Nguyen
Nadeem et

Unstructured atomic integers
(Tay et al. 2022)

Number-based
docids

I

Naively structured strings | Product quantization strings
(Tay et al. 2022) (Zhou et al. 2022)

v

Zhuang et al. 2023,

— —

Semantically structured strings
(Tay et al. 2022)

Wang et al. 2022,
Chen et al. 2023b,
Nadee et al. 2022

ﬁ The document semantics can be incorporated in the decoding process

Eb It is not limited by the size of the corpus

15



Performance comparisons |

30

25

20

15

Hits@1

10

Data source: Tay et al. [2022]

DS DS DS
27.4
20.7
® Backbone: T5-base
® QObservations: imbuing the docid space
with semantic structure can lead to
67
better retrieval capabilities
Unstructured Naively structured Semantically
atomic integers strings structured strings

Natural Questions 320K
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Performance comparisons |

Data source: Tay et al. [2022]

DS DS DS
30 27.4
25
20.7
20
. ® Backbone: T5-base
® . . . .
g0 ® Observations: imbuing the docid space
10 with semantic structure can lead to
6.7
s better retrieval capabilities
0
Unstructured Naively structured Semantically
atomic integers strings structured strings

Natural Questions 320K

This is only about ”identifiers”

Later sections will discuss the performance compared to traditional IR models
16



Number-based: Product quantization strings

® Product quantization (PQ) is a technique used for vector compression

Image source: Product Quantization for Similarity Search

17


https://towardsdatascience.com/product-quantization-for-similarity-search-2f1f67c5fddd

Number-based: Product quantization strings

® Product quantization (PQ) is a technique used for vector compression
® An original vector is represented by a short code composed of its subspace
quantization indices

128

128 x 32 bits
= 4096 bits
= 512 bytes

| Original Vector
—
-

16 16 16 16 16 16 16 16
> > > > > > > >
—

.

64x

reduction
in memory,
usage

After Product Quantization

8 x 8 bit:

@0 0 e 0 0 e e - o4 bits

8bits 8bits Sbits Sbits S8bits Sbits Sbits Sbits = 8 bytes
PQ Code

Image source: Product Quantization for Similarity Search

17


https://towardsdatascience.com/product-quantization-for-similarity-search-2f1f67c5fddd

Number-based: Product quantization strings

Given all D-dimensional embedding vectors of documents [Zhou et al., 2022],

“Ultron: An ultimate retriever on corpus with a model-based indexer”. Zhou et al. [2022]
18
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Number-based: Product quantization strings

Given all D-dimensional embedding vectors of documents [Zhou et al., 2022],

® Divide the D-dimensional space into m groups

® Perform K-means clustering on each group to obtain k cluster centers

“Ultron: An ultimate retriever on corpus with a model-based indexer”. Zhou et al. [2022]
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Number-based: Product quantization strings

Given all D-dimensional embedding vectors of documents [Zhou et al., 2022],

® Divide the D-dimensional space into m groups
® Perform K-means clustering on each group to obtain k cluster centers

® EFach embedding vector can be represented as a set of m cluster identifiers. For
each document d, its product quantization string identifier idpg can be defined,

idpg = PQ(Encoder(d)),

where Encoder(-) can be implemented by different language models

“Ultron: An ultimate retriever on corpus with a model-based indexer”. Zhou et al. [2022]
18



Product quantization strings and subsequent work

Zhou et al. 2022, Zhou et al. 2023,
Nguyen and Yates et al. 2023c,
Nadeem et al. 2022, Mehta et al. 2022

Unstructured atomic integers
(Tay et al. 2022)

Number-based
docids

I .

Naively structured strings | Product quantization strings

«— —

(Tay et al. 2022) (Zhou et al. 2022)
Zhuang et al. 2023, Chen et al. 2023a,
Nadeem et al. 2022 Rajput et al. 2023

Zeng et al. 2024
Semantically structured strings
(Tay et al. 2022)

Wang et al. 2022,
Chen et al. 2023b,
Nadeem et al. 2022

19



Product quantization strings and subsequent work

Zhou et al. 2022, Zhou et al. 2023,
Nguyen and Yates et al c,
Nadeem et al. 2022, Mehta et al. 2022

Unstructured atomic integers
(Tay et al. 2022)

Number-based
docids

I .

Naively structured strings | Product quantization strings

— —

(Tay et al. 2022) (Zhou et al. 2022)
Zhuang et al. 2023, Chen et al. 2023a,
Nadeem et al. 2022 Rajput et al. 2023

Zeng et al. 2024
Semantically structured strings
(Tay et al. 2022)

ﬁ Preserving dense vector semantics in a smaller space

Eb Capturing local semantic information .



Performance comparisons

60 DSl DSl DSI Ultron
52
49.4
50
38.2
Lo ® Backbone: T5-base
®
g ® QObservations: Product quantization
x© . . .
20 string docids improves over structured
_ semantic docids
2 10 6.7
o
S,
0
Naively Semantically Unstructured Product
structured structured atomic quantization
strings strings intergers strings

Natural Questions 320K

Data source: Wang et al

20



Number-based docids: Summary

,{b Docids based on integers are easy to build

21



Number-based docids: Summary

Efb Docids based on integers are easy to build

[ﬁ Unstructured atomic integers and naively/semantically structured strings can
maintain uniqueness

21



Number-based docids: Summary

Docids based on integers are easy to build

G

Unstructured atomic integers and naively/semantically structured strings can

G

maintain uniqueness

They are composed of unreadable numbers

%
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Number-based docids: Summary

Docids based on integers are easy to build

Unstructured atomic integers and naively/semantically structured strings can
maintain uniqueness

They are composed of unreadable numbers

It is challenging to interpret the model's understanding of the corpus

&4l OB

21



A single docid: Word-based

Unstructured atomic integers
(Tay et al. 2022)

Number-based Word-based

—_—
docids docids
/ A\\

S

-

Naively structured strings | Product quantization strings
(Tay et al. 2022) (Zhou et al. 2022)

—

!

Semantically structured strings
(Tay et al. 2022)

22



A single docid: Word-based

Titles
(De Cao et al. 2021)

Unstructured atomic integers URLs
(Tay et al. 2022) (Zhou et al. 2022)

Number-based Word-based

docids docids
VARN
«— B h T
Naively structured strings | Product quantization strings Pseudo queries
(Tay et al. 2022) (Zhou et al. 2022) (Tang et al. 2023a)

!

Semantically structured strings Important terms
(Tay et al. 2022) (Zhang et al. 2023)

22



A single docid: Word-based

The fundamental inspiration

® The query is usually keyword-based natural language, which can be challenging to
map into a numeric string, while mapping it to words would be more intuitive

23



Word-based: Titles

® Document titles: be able to summarize the main content

Image source: Wikipedia and CNN

“Autoregressive Entity Retrieval’. De Cao et al. [2021]
24
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https://www.cnn.com/2023/10/20/sport/chiamaka-nnadozie-nigeria-goalkeeper-paris-spt-intl/index.html

Word-based: Titles

Image source: Wikipedia and CNN

® Document titles: be able to summarize the

|Information retrieval | Decoding target

Article Talk

From Wikipedia, the free encyclopedia

Information retrieval (IR) in computing and information science is the
process of obtaining information system resources that are relevant to an
information need from a collection of those resources. Searches can be
based on full-text or other content-based indexing. Information retrieval
is the sciencell of searching for information in a document, searching for
documents themselves, and also searching for the metadata that
describes data, and for databases of texts, images or sounds.

Automated information retrieval systems are used to reduce what has
been called information overload. An IR system is a software system that
provides access to books, journals and other documents; it also stores
and manages those documents. Web search engines are the most visible
IR applications.

main content

Chiamaka Nnadozie’s father didn’t want her to play
soccer. Nigerian star defied him and rewrote the record
books

“Autoregressive Entity Retrieval’. De Cao et al. [2021]

Decoding target

@ 5 minute read - Updated 10:06 AM EDT, Wed November 1, 2023

By Michael Johnston and Amanda Davies, CNN

(CNN) — It wasn't always plain sailing for Paris FC and Nigerian goalkeeper,
Chiamaka Nnadozie, throughout her now-flourishing career.

Growing up in a family of boys and men - who had all tried their hand at going
professional - Nnadozie's ambition to follow suit wasn't greeted with unyielding
enthusiasm. Quite the opposite.

“It wasn't very good from my family. They never let me play, especially my dad,” the
22-year-old told CNN's Amanda Davies.

“Whenever | went to play soccer, he would always tell me: ‘Girls don't play football.
Look at me. | played football, | didn’t make it. Your brother, he played, he didn’t make
YYour cousin played, he didn’t make it. So why do you want to choose this? Why don't
vou want to qo to school or maybe do some other thinas?"” Nnadozie recollected.

24
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Titles and subsequent work

Zhou et al. 2022, Zhou et al. 2
Nguyen and Yates et al. 2023c
Nadeem et al. 2022, Mehta et al. 2022

f

Unstructured atomic integers
(Tay et al. 2022)

Number-based
docids

-

Naively structured strings
(Tay et al. 2022)

>

{ v
Zhuang et al. 2023,
Nadeem et al. 2022

Chen et |. 2023a

Rajput et
Zeng et al

Semantically structured strings
(Tay et al. 2022)

|

Wang et al
Chen et al. 2

adeem et al. 2022

Product quantization strings
(Zhou et al. 2022)

Titles

URLs
(Zhou et al. 2022)

Word-based
docids

, Pseudo queries
(Tang et al. 2023a)

- Important terms
(Zhang et al. 2023)

(De Cao et al. 2021)

Chen et al. 2022a,
Chen et al. 2022b,
Thorne et al. 2022,
Lee et al. 2022, 2023,
Zhou et al. 2022

—
4
|
\
\
1
1
|
|
1
|
1
1
1
|
|
|
1
1
|
1
\
\
\
\

">+ (Lietal. 2023)

25



Titles: Obvious constraints

I§E Depending on certain special document metadata

26



Titles: Obvious constraints

I§E Depending on certain special document metadata

2 The titles may be duplicated (i.e., web datasets), and require further
investigation
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Titles: Obvious constraints

I§E Depending on certain special document metadata

L

The titles may be duplicated (i.e., web datasets), and require further

investigation

I]@ Time-consuming step of producing titles and requiring increasingly so-
phisticated domain knowledge

For a while, mainly evaluated on Wikipedia-based tasks (with well-written titles)!

26



Wikipedia-based tasks

~
. Fact Verification Entity Linking Slot Filling
e Cao et al. 2021, Chen et al. i De Cao et al. 2021, Chen et al. 2022b, De Cao et al. 2021, Chen et al. 2022b,
Chen et al. 2022a, Thorne et al. 2022,
Lee et al. 2023 Lee et al. 2023
Lee et al. 2023
J
N
Open Domain QA Dialogue : :
De Cao et al. 2021, Chen et al. 2022b, De Cao et al. 2021, Chen et al. 2022b, MUItILe?ec:g goeztzrleval
Zhou et al. 2022, Lee et al. 2023 Lee et al. 2023 ’
/

27



Word-based: URLs

® The URL of a document contains certain semantic information and can uniquely
correspond to this document

Image source: Geeksforgeeks

“TOME: A Two-stage Approach for Model-based Retrieval’. Ren et al. [2023] 28


https://www.geeksforgeeks.org/what-is-information-retrieval/

Word-based: URLs

® The URL of a document contains certain semantic information and can uniquely

correspond to this document

CcC a

URL

geeksforgeeks.org/what-is-information-retrieval/

What is Information Retrieval?

Read Discuss Courses

Information Retrieval (IR) can be defined as a software program that
deals with the organization, storage, retrieval, and evaluation of
information from document repositories, particularly textual
information. Information Retrieval is the activity of obtaining material
that can usually be documented on an unstructured nature i.e. usually
text which satisfies an information need from within large collections
which is stored on computers. For example, Information Retrieval can

be when a user enters a query into the system.

Not only librarians, professional searchers, etc engage themselves in
the activity of information retrieval but nowadays hundreds of millions
of people engage in IR every day when they use web search engines.

Information Retrieval is believed to be the dominant form of
“TOME: A Two-stage Approach for Model-based Retrieval’. Ren et al. [2023] 28

Image source: Geeksforgeeks


https://www.geeksforgeeks.org/what-is-information-retrieval/

Word-based: URLs

https://en.wikipedia.org/wiki/Nevada

ﬂtokenize

https :// en . Wikipedia . org / wiki / N e vada

® Ren et al. [2023] solely utilized tokenized URLs as the docid

“TOME: A Two-stage Approach for Model-based Retrieval”. Ren et al. [2023]
29



Word-based: URLs

https://en.wikipedia.org/wiki/Nevada

ﬂtokenize

https :// en . Wikipedia . org / wiki / N e vada

® Ren et al. [2023] solely utilized tokenized URLs as the docid

® The tokenized symbols of URLs are well aligned with the vocabulary of the
generative language model, thereby enhancing the generative capacity

“TOME: A Two-stage Approach for Model-based Retrieval’. Ren et al. [2023]
29



Word-based: URLs

® However, not all URLs provide sufficient semantic information

“Ultron: An ultimate retriever on corpus with a model-based indexer”. Zhou et al. [2022]
30



Word-based: URLs

® However, not all URLs provide sufficient semantic information

® Zhou et al. [2022] proposed to combine the URL and the document title as docids
to guarantee both the uniqueness and semantics of docids

“Ultron: An ultimate retriever on corpus with a model-based indexer”. Zhou et al. [2022]
30



Word-based: URLs

® However, not all URLs provide sufficient semantic information
® Zhou et al. [2022] proposed to combine the URL and the document title as docids

to guarantee both the uniqueness and semantics of docids

For a while, mainly evaluated on Web search datasets (with available URLs)!

“Ultron: An ultimate retriever on corpus with a model-based indexer”. Zhou et al. [2022]
30



Web search datasets

Natural Questions
Kwiatkowski et al. 2019

Vs
MS MARCO
Nguyen et al. 2016
o
Vs
Robust04
Voorhees et al. 2004
o

Trec-CAR
Dietz et al. 2017

ClueWeb09-B
Clarke et al. 2010

Gov2
Clarke et al. 2004
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URLs and subsequent work

Zhou et al. 2022, Zhou et al. 2
Nguyen and Yates et al. 2023c
Nadeem et al. 2022, Mehta et al. 2022

f

Unstructured atomic integers
(Tay et al. 2022)

Titles
(De Cao et al. 2021)

URLs
(Zhou et al. 2022)

Ren et al. 2023,
Thorne et al. 2022

Number-based
docids

Word-based
docids

—

Naively structured strings

Product quantization strings
(Tay et al. 2022)

“~_, Pseudo queries
(Zhou et al. 2022)

(Tang et al. 2023a)

v
Chen et |. 2023a
Rajput et al. 2023
Zeng et al. 2024
Semantically structured strings

(Tay et al. 2022)

|

Wang et al
Chen et al. 2023b
Nadeem et al. 2022

Nadeem et al. 2022

v
Zhuang et al. 2023, l

- Important terms
(Zhang et al. 2023)

Chen et al. 2022a,
Chen et al. 2022b,
~—* Thorne et al. 2022,
Lee et al. 2022, 2023,
Zhou et al. 2022

> (Lietal. 2023)
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If the special document metadata is not available

It is necessary to design automatic docid generation techniques

33



Word-based: Pseudo queries

® Doc2Query technique: pseudo queries are likely to be representative or related to
the contents of documents

“Semantic-Enhanced Differentiable Search Index Inspired by Learning Strategies”. Tang et al. [2023]
34



Word-based: Pseudo queries

® Doc2Query technique: pseudo queries are likely to be representative or related to
the contents of documents

In fiscal 2015, Disney Query Generation
earned $16,162 billion = Model

; Average cost of Disneyland
in revenue from -

Documents Pseudo queries

“Semantic-Enhanced Differentiable Search Index Inspired by Learning Strategies”. Tang et al. [2023]
34



Word-based: Pseudo queries

® Docid repetition problem

m Tang et al. [2023] use the top 1 generated query as the docid for each document
m Based on statistics, about 5% and 3% docids of documents are not unique in MS
MARCO and Natural questions datasets, respectively

m [t is reasonable that different documents may share the same docid if they share very
similar essential information

“Semantic-Enhanced Differentiable Search Index Inspired by Learning Strategies”. Tang et al. [2023]
35



Word-based: Pseudo queries

® Docid repetition problem

m Tang et al. [2023] use the top 1 generated query as the docid for each document

m Based on statistics, about 5% and 3% docids of documents are not unique in MS
MARCO and Natural questions datasets, respectively

m [t is reasonable that different documents may share the same docid if they share very
similar essential information

e Countermeasure

m If a docid corresponds to multiple documents, return all of them in a random order,
while keeping the relative order of documents corresponding to other docids

“Semantic-Enhanced Differentiable Search Index Inspired by Learning Strategies”. Tang et al. [2023]
35



Pseudo queries and subsequent work

Zhou et al. 2022, Zhou et al
Nguyen and Yates et al. 2023c

I. 2022, Mehta et al. 2022

f

Unstructured atomic integers
(Tay et al. 2022)

Number-based
docids

—

Naively structured strings

Product quantization strings |
(Tay et al. 2022) (Zhou et al. 2022)

v
Zhuang et al. 2023,

Chen et |. 2023a.
Nadeem et al. 2022 Rajput et al. 202
Zeng et al. 2024

Semantically structured strings
(Tay et al. 2022)

|

N Titles
(De Cao et al. 2021)

Y

URLs
(Zhou et al. 2022)
v
Ren et al. 2023
Thorne et al. 2022

Word-based

docids

Pseudo queries
(Tang et al. 2023a)

,» Important terms
(Zhang et al. 2023)

<> Thome et

Chen et al. 2022a
Chen et al. 2022b.
al. 2022,
Lee et al. 2022, 2023,

Zhou et al.

=% (Lietal. 2023)
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Pseudo queries and subsequent work

Zhou et al. 2022, Zhou et al. 2023,
2022, Mehta et al. 2022

f

Unstructured atomic integers
(Tay et al. 2022)

Number-based
docids

_

— —

Naively structured strings | Product quantization
(Tay et al. 2022) (Zhou et al. 2022)
v P
Zhuang et a - Chen et |. 2023a,
t al. 2023,
Zeng et al. 2024
Semantically structured strings
(Tay et al. 2022)

|

etal
etal 2

Nadeem et al. 2022

strings \

. Titles
/" (De Cao et al. 2021)

URLs
(Zhou et al. 2022)

v

Ren et
Thorne et al.

Word-based
docids

Pseudo queries
(Tang et al. 2023a)

., Important terms
(Zhang et al. 2023)

Chen et al. 202:
Chen et al. 2

<~ Thomee
Lee et al. 2022,
Zhou et al. 2022

,,,,,,, ok (Lietal. 2023)

Eﬁb Without the requirements of certain document metadata, e.g., titles and URLs
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False pruning |

Titles, URLs and pseudo queries:

“Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines”. Zhang et al. [2023]
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False pruning |

Titles, URLs and pseudo queries:

® One pre-defined sequence

® The requirement for the exact generation

“Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines”. Zhang et al. [2023]
37



False pruning | ]

Titles, URLs and pseudo queries:

® One pre-defined sequence
® The requirement for the exact generation

e |f a false prediction about its docid is made in any step of the generation process,
the targeted document will be missed from the retrieval result

“Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines”. Zhang et al. [2023]
37



The permutation of docids becomes critical
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Word-based: Important terms | ]

® Any permutation of the term set will be a valid identification for the
corresponding document
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Word-based: Important terms | ]

® Any permutation of the term set will be a valid identification for the
corresponding document

® |mportant terms: A set of document terms that have high importance scores

39



Important terms: AutoTSG |

® Importance scores: The relevance scores of terms with respect to the query

Documents Importance score
== i
split encode !
% I:>E|:]:|:> BERT & RelLu |:>i|:|}
- i — | Query
ﬂ Train ﬂ
InfoNCE loss
Inference ﬂ
Top-N terms

“Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines”. Zhang et al. [2023]
40



Important terms: AutoTSG |

Docid repetition problem

® |f the number of terms is sufficiently large, all documents within the corpus can be

unique

“Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines”. Zhang et al. [2023]
41



Important terms: AutoTSG | ]

Docid repetition problem

® |f the number of terms is sufficiently large, all documents within the corpus can be
unique

® For a moderate-scale corpus like Natural Questions, specifying 12 terms is already
sufficient to ensure uniqueness

“Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines”. Zhang et al. [2023]
41



Important terms: AutoTSG |

Utems

Q: who cooks for the president of the
united states?

director

LTI

[BOS]

‘manager

L1

c

Utemms Terms Uterms

[[TTTIT]

Cristeta Comerford is a Filipino-American chef who has been
the White House executive chef since 2005

Pt " o N N
i executive, chef, white, house, cristeta, \

|
\ comerford /

Unordered Term-Set

® Any permutation of the term-set docid will lead to the retrieval of the

corresponding document

“Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines”. Zhang et al. [2023]
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Performance comparisons

Data source: Zhang et al. [2023]

Recall@1

0.8

0.7

0.6

0.5

0.4

03

0.2

0.1

DSl

0.533

Semantically
structured
strings

Number-based

GENRE Ultron
0.654
0.591
Titles URLs and titles
Word-based Word-based

Natural Questions 320K

AutoTSG
069 ® Backbone: Th-base
® Using important term sets obtained
through relevance matching as docids
help represent the important
information of the document
® This method also mitigates the issue
of false pruning
M
Word-based
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Word-based docids: Summary

Eﬂ) Semantically related to the content of the document
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[ﬂ) Good interpretability

ﬂ@ Rely on metadata or labeled data
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Word-based docids: Summary

Semantically related to the content of the document
Good interpretability

Rely on metadata or labeled data

o 4 OB

May lead to duplication
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A single docid: Summary

Zhou et al. 2022, Zhou et al. 2023,
Nguyen and Yates et al. 2023c,
Nadeem et al. 2022, Mehta et al. 2022

Chen et al. 2022a,
Titles

Chen et al. 2022b,
~* Thorne etal. 2022,
(DeCacetal 2021) (e etal 2022, 2023,
Y Zhou etal. 2022
Unstructured atomic integers
(Tay et al. 2022)

URLs |
(Zhou et al. 2022) }
Ren et al. 2023,
. . Thorne et al. 2022, i
A single docid Zhou et al. 2023 1
Number-based Word-based i . .
S L
docids docids Rlultipleldceics

«— // i

Naively structured strings

Product quantization strings
(Tay et al. 2022)

(Zhou et al. 2022)

Pseudo queries
(Tang et al. 2023a)

Zhuang et al. 2023,
Nadeem et al. 2022

Chen et al. 2023a,
Rajput et al. 2023,

Zeng et al. 2024
Semantically structured strings
(Tay et al. 2022)

- (Li et al. 2023)

Important terms

(Zhang et al. 2023)
Wang et al. 2022,
Chen et al. 2023b,
Nadeem et al. 2022
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A single docid: Summary

& The design of a single docid is relatively straightforward
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A single docid: Summary

ﬁ) The design of a single docid is relatively straightforward

[f] The GR model may easily learn the one-to-one mapping rela-
tionship
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A single docid: Summary

G

The design of a single docid is relatively straightforward

The GR model may easily learn the one-to-one mapping rela-
tionship

These designs are typically short strings, providing limited in-
formation about the document
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A single docid: Summary

The design of a single docid is relatively straightforward

The GR model may easily learn the one-to-one mapping rela-

tionship

These designs are typically short strings, providing limited in-
formation about the document

A single type of docid only represents a document from one

o 4 OB

view; and might be insufficient to effectively capture the en-
tirety of the document’s content
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Multiple docids

e Multiple docids can provide complementary information from different views

Image source: Wikipedia
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https://en.wikipedia.org/wiki/Information_retrieval

Multiple docids

e Multiple docids can provide complementary information from different views

Information retrieval % 38 languages v

From Wiipadia, the free sncyclopeda

Information retrieval (IR) in computing and information science is the process of
obtaining information system resources that are relevant to an information need

from a collection of those resources. Searches can be based on ful-textor other || ______ H f | R
vt vt i i oot 070 e ot oo o Overview o

information in a document, searching for documents themselves, and also searching
e e e o oot

History [edit]

The idea of using computers to search for relevant pieces of information was
Popularized in the article As We May Think by Vannevar Bush in 1945.7 It would
appear that Bush was inspired by patents for a ‘st | machine - fled by
Emanuel Goldberg in the 19205 and '30s - that searched for documents stored on
#im.€) The first description of a computer searching for information was described

in 1948%) detailing an early mention of the Univac computer. » H |St0r Of | R
Automated information rtriva systems were introduced in the 1950s: one even y
featured in the 1957 romantic comedy, Desk Set. In the 1960s, the first large
information retrieval research group was formed by Gerard Salton at Comell. By the
1970s several different retrieval techniques had been shown to perform well on small
text corpora such as the Cranfield collection (several thousand documents).”)
Large-scale retrieval systems, such as the Lockheed Dialog system, came into use
early in the 1970s.

Applications [ edit]

Areas where information retrieval techniques are employed include (the entries are
in alphabetical order within each category):

> Applications of IR

Multi-view information

Image source: Wikipedia
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https://en.wikipedia.org/wiki/Information_retrieval

Multiple docids

Titles
/" (De Cao et al. 2021)

Unstructured atomic integers ' ) URLs
(Tay et al. 2022) " (Zhou et al. 2022)
A

'

Ren et al. 2023
Thorne et al. 2022

Single type (N-grams)
(Bevilacqua et al. 2022)

A single docid
Number-based Word-based
docids docids
|

Naively structured strings
(Tay et al. 2022)

Product quantization strings \
(Zhou et al. 2022)

~~_, Pseudo queries
(Tang et al. 2023a)

v

Semantically structured strings
(Tay et al. 2022)

., Important terms
(Zhang et al. 2023)

Multiple docids

!

Diverse types
(Pseudo queries + N-grams + Titles)
(Li et al. 2023)
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Multiple docids: Single type (N-grams) |

® All n-grams (i.e., substrings) in a document are treated as its possible docids

“Autoregressive Search Engines: Generating Substrings as Document Identifiers”. Bevilacqua et al. [2022]
49



Multiple docids: Single type (N-grams) |

® All n-grams (i.e., substrings) in a document are treated as its possible docids

® Part of n-grams as docids during training: Only the terms from the document
that have a high overlap with the query are chosen as the target docids

Carbon footprint

Carbon dioxide is released naturally by
decomposition, ocean release and
respiration. Humans contribute an. rams
increase of carbon dioxide emissions

by burning fossil fuels, deforestation,

and cement production. Methane

(CH4) is largely released by coal, oil, and
natural gas industries. Although

methane is not mass-produced like

carbon dioxide, it is still very prevalent.

“Autoregressive Search Engines: Generating Substrings as Document Identifiers”. Bevilacqua et al. [2022]
49



Multiple docids: Single type (N-grams) |

Docid repetition problem

® A heuristic scoring function is designed to address this during inference

“Autoregressive Search Engines: Generating Substrings as Document Identifiers”. Bevilacqua et al. [2022]
50



Multiple docids: Single type (N-grams) |

Docid repetition problem
® A heuristic scoring function is designed to address this during inference

We will discuss this in Section 5!

“Autoregressive Search Engines: Generating Substrings as Document Identifiers”. Bevilacqua et al. [2022]
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Multiple docids: Single type (Important n-

® The important n-grams occurring in a document as its docids

“A Unified Generative Retriever for Knowledge-Intensive Language Tasks via Prompt Learning”. Chen et al. [2023]
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Multiple docids: Single type (Important n-

® The important n-grams occurring in a document as its docids
® N-gram importance is determined by the relevance between n-grams and the
query:

“A Unified Generative Retriever for Knowledge-Intensive Language Tasks via Prompt Learning”. Chen et al. [2023]
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Multiple docids: Single type (Important n-grams) |

® The important n-grams occurring in a document as its docids
® N-gram importance is determined by the relevance between n-grams and the
query:
m Step 1: The query and its relevant document are concatenated with special delimiter
tokens as a single input sequence
m Step 2: Feed it into the original BERT model to get the [CLS] vector
m Step 3: The token importance is computed by averaging the [CLS]-token attention

weights
m Step 4: The importance for the n-gram is the average of these tokens’ importance

“A Unified Generative Retriever for Knowledge-Intensive Language Tasks via Prompt Learning”. Chen et al. [2023]
51



Single type (Important n-grams) | ]: An example

Steven Paul Jobs (February 24, 1955 — October 5, 2011)
was an American entrepreneur, industrial designer,
business magnate, media proprietor, and investor.

ID for document retrieval
Important n-grams
1. was an American entrepreneur,

industrial designer [...] In 1985, Jobs was forced out of Apple after a long

power struggle with the company's board and its then-CEO
2. Jobs was forced out of Apple John Sculley [...]

3. He died of respiratory arrest In 2003, Jobs was diagnosed with a pancreatic

related neuroendocrine tumor. He died of respiratory arrest
related to the tumor on October 5, 2011 at the age of 56.

® Countermeasure for docid repetition problem: Similar to Bevilacqua et al. [2022]

“A Unified Generative Retriever for Knowledge-Intensive Language Tasks via Prompt Learning”. Chen et al. [2023]
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Single type (N-grams) and subsequent work

Titles
/" (De Cao et al. 2021)

Unstructured atomic integers

N, URLs
(Tay et al. 2022)

(Zhou et al. 2022)

Chen et al. 2023b

f

Single type (N-grams) _
(Bevilacqua et al. 2022)

I \
\
\
\
v
\
\

v
Ren et al. 2023
) . Thorne et al. 2022
A single docid
Number-based Word-based
docids docids

'\\ ‘

JIN \

— 1\
«— —

Naively structured strings
(Tay et al. 2022)

N\ .
~, Pseudo queries

(Tang et al. 2023a)

Product quantization strings |
(Zhou et al. 2022)

l

Semantically structured strings \\, Important terms
(Tay et al. 2022) (Zhang et al. 2023)

Multiple docids

| .

Diverse types /
(Pseudo queries + N-grams + Titles) *
(Li et al. 2023)
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Multiple docids: Diverse types (MINDER) [

Query: Who is the singer of does he love you?
1‘Relevant
IPassage (https://en.wikipedia.org/wiki/Does_He_Love_You)
"Does He Love You" is a song written by Sandy Knox and| . .
Billy Stritch, and recorded as a duet by American country| b Th ree views Of dOCIdS
music artists Reba McEntire and Linda Davis. It was released|
in August 1993 as the first single from Reba's album|
"Greatest Hits Volume Two". It is one of country music's|
several songs about a love triangle. "Does He Love You" was|
written in 1982 by Billy Stritch. ......
ultiview Identifiers
[Title: Does He Love You
ubstrings: "Does He Love You" is a song ..., recorded as a
uet by American country music artists Reba McEntire and
inda Davis, ...
seudo-queries:
0 wrote the song does he love you?
0 sings does he love you?
en was does he love you released by reba?
at is the first song in the album "Greatest Hits Volume
wo" about?

“Multiview ldentifiers Enhanced Generative Retrieval”. Li et al. [2023]
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Multiple docids: Diverse types (MINDER) [

Query: Who is the singer of does he love you?
1‘Relevant

IPassage (https://en.wikipedia.org/wiki/Does_He_Love_You)

"Does He Love You" is a song written by Sandy Knox and|

Billy Stritch, and recorded as a duet by American country| b Three VIEWS Of dOCIdS

imusic artists Reba McEntire and Linda Davis. It was released| . . )

in August 1993 as the first single from Reba's album m Title: Indicate the su bJeCt of a
"Greatest Hits Volume Two". It is one of country music's|

several songs about a love triangle. "Does He Love You" was| document

written in 1982 by Billy Stritch. ......

ultiview Identifiers
[Title: Does He Love You
ubstrings: "Does He Love You" is a song ..., recorded as a
uet by American country music artists Reba McEntire and
inda Davis, ...
seudo-queries:

0 wrote the song does he love you?

0 sings does he love you?

en was does he love you released by reba?

at is the first song in the album "Greatest Hits Volume
wo" about?

“Multiview ldentifiers Enhanced Generative Retrieval”. Li et al. [2023]
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Multiple docids: Diverse types (MINDER) [

Query: Who is the singer of does he love you?
1‘Relevant

IPassage (https://en.wikipedia.org/wiki/Does_He_Love_You)
"Does He Love You" is a song written by Sandy Knox and| . .
Billy Stritch, and recorded as a duet by American country| b Three VIEWS Of dOCIdS
imusic artists Reba McEntire and Linda Davis. It was released| . . )
in August 1993 as the first single from Reba's album m Title: Indicate the su bJeCt of a
"Greatest Hits Volume Two". It is one of country music's|
several songs about a love triangle. "Does He Love You" was| document
written in 1982 by Billy Stritch. ...... . )
ultiview Identifiers m Substrings (N-grams): Be also
[Title: Does He Love You semantically related

ubstrings: "Does He Love You" is a song ..., recorded as a
uet by American country music artists Reba McEntire and
inda Davis, ...
seudo-queries:

0 wrote the song does he love you?

0 sings does he love you?

en was does he love you released by reba?

at is the first song in the album "Greatest Hits Volume
wo" about?

“Multiview ldentifiers Enhanced Generative Retrieval”. Li et al. [2023]
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Multiple docids: Diverse types (MINDER) [

Query: Who is the singer of does he love you?
1‘Relevant

IPassage (https://en.wikipedia.org/wiki/Does_He_Love_You)
"Does He Love You" is a song written by Sandy Knox and| . .
Billy Stritch, and recorded as a duet by American country| b Three VIEWS Of dOCIdS
imusic artists Reba McEntire and Linda Davis. It was released| . . )
in August 1993 as the first single from Reba's album m Title: Indicate the su bJeCt of a
"Greatest Hits Volume Two". It is one of country music's|
several songs about a love triangle. "Does He Love You" was| document
written in 1982 by Billy Stritch. ...... . )
ultiview Identifiers m Substrings (N-grams): Be also
[Title: Does He Love You semantically related

ubstrings: "Does He Love You" is a song ..., recorded as a

uet by American country music artists Reba McEntire and n Pseudo-queries; Integrate multiple
inda Davis, ... )
seudo-queries: segments and contextualized

0 wrote the song does he love you? 3 .

0 sings does he love you? information

en was does he love you released by reba?
at is the first song in the album "Greatest Hits Volume
wo" about?

“Multiview Identifiers Enhanced Generative Retrieval”. Li et al. [2023]
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Performance comparisons

L DS SEAL MINDER
09 0.863 0867
08
07 0655 ® Backbone: BART-large
® (s ® Results: Using multiple docids for a
=0 .
8 o4 document yields better results than
03 using a single docid
02
01
0
Semantically Single type (N- Diverse types
structured strings grams)
Single Multiple Multiple

Natural Questions 320K

Data source: Li et al. [2023]
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Multiple docids: Summary

[b Multiple docids can provide a more comprehensive representation of the docu-
ment, assisting the model in gaining a multifaceted understanding
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Similar docids across different documents can reflect the similarity between the

documents
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ment, assisting the model in gaining a multifaceted understanding

Similar docids across different documents can reflect the similarity between the

G

documents

ﬂ@ GR models with the increased docid numbers demand more memory usage and
inference time
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Multiple docids: Summary

Multiple docids can provide a more comprehensive representation of the docu-
ment, assisting the model in gaining a multifaceted understanding

Similar docids across different documents can reflect the similarity between the
documents

GR models with the increased docid numbers demand more memory usage and
inference time

o & & B

It is challenging to design discriminative multiple docids for a document
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Pre-defined static docids: Summary

Zhou et al. 2022, Zhou et al. 2023,
Nguyen and Yates et al. 2023c,

Chen et al. 2022a,
Nadeem et al. 2022, Mehta et al. 2022

n Chen et al. 2022b,
Titles ~> Thorneetal. 2022,
(DeCaoetal 2021)  [eeetal 2022, 2023,
T \ Zhou etal. 2022
Unstructured atomic integers

URLs
(Tay et al. 2022) (Zhou et al. 2022)

v

Ren et al. 2023,
Thorne et al. 2022

\
\
\

|

A single docid

Number-based Word-based
docids

docids Multiple docids

Naively structured strings

o . v
Product quantization strings Pseudo queries > (Uietal 2023)
(Tay et al. 2022) (Zhou et al. 2022) (Tang et al. 2023a)
Zhuang et al. 2023,

Nadeem et al. 2022

Chen et al. 2023a,
Rajput et al. 2023,
. Zeng et al. 2024
Semantically structured strings Important terms
(Tay et al. 2022) (Zhang et al. 2023)

Wang et al. 2022,
Chen et al. 2023b,
Nadeem et al. 2022
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Pre-defined static docids: Summary

Unstructured atomic integers
(Tay et al. 2022) Easy Yes None No No
Naively structured strings
Eas) Yes None No No
A single docid: (Tay et al. 2022) Y
Number-based | Semantically structured strings Moderate Yes Weak No o
(Tay et al. 2022)
Product quantization strings
(Zhou et al. 2022) Moderate No Moderate No No
Titles
(De Cao et al. 2021) Easy No Strong No Yes
URLs
Asingle docid: | (Zhou et al. 2022, Ren et al. 2023) Easy Yes Strong No Yes
Word-based Pseudo queries
(Tang et al. 2023a) Moderate No Strong Yes No
Important terms
(Zhang et al. 2023) Hard Yes Strong Yes No
Single type: N-grams
) . (Bevilacqua et al. 2022) Easy No Moderate No No
Multiple docids o
iverse types
(Ui et al. 2023) Moderate No Strong Yes Yes
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Pre-defined static docids: Obvious constrains

I§E Not specifically optimized for retrieval tasks
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Pre-defined static docids: Obvious constrains

I§E Not specifically optimized for retrieval tasks

ﬂ@ Difficult to learn semantics and relationships between documents
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How to design learnable docids tailored for retrieval tasks?
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Learnable docids

® Repeatable docids:
m GenRet [Sun et al., 2023] learns to tokenize documents into short discrete
representations via a discrete auto-encoding, jointly training with the retrieval task
m ASI [Yang et al., 2023] combines both the end-to-end learning of docids for existing
and new documents and the end-to-end document retrieval based joint optimization
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Learnable docids

® Repeatable docids:
m GenRet [Sun et al., 2023] learns to tokenize documents into short discrete
representations via a discrete auto-encoding, jointly training with the retrieval task
m ASI [Yang et al., 2023] combines both the end-to-end learning of docids for existing
and new documents and the end-to-end document retrieval based joint optimization
® Unique docids:
m NOVO [Wang et al., 2023] uses unique n-gram sets identifying each document and
can be generated in any order and can be optimized through retrieval tasks
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Repeatable learnable docids: GenRet | ]

» Transformer | Codebook

docid z

Document d Document Tokenization

® Docid: A sequence of discrete numbers is the docid for a given document
converted by a document tokenization model

® Training: Jointly training with a document tokenization task, reconstruction task

and retrieval task

“Learning to Tokenize for Generative Retrieval”. Sun et al. [2023]
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Repeatable learnable docids: GenRet | ]

—E—{ Transformer H Codebook H—v

docid z

Document d Document Tokenization

® Document tokenization task: Produce docids for documents

“Learning to Tokenize for Generative Retrieval”. Sun et al. [2023]
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Repeatable learnable docids: GenRet | ]

)~

docid z

Reconstruction  Reconstructed d

® Reconstruction task: Learn to reconstruct a document based on a docid

“Learning to Tokenize for Generative Retrieval”. Sun et al. [2023]
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Repeatable learnable docids: GenRet | ]

Transformer [ Codebook %__

Generation as Retrieval docid z

® Retrieval task: Generate relevant docids directly for a query

“Learning to Tokenize for Generative Retrieval”. Sun et al. [2023]
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Repeatable learnable docids: GenRet | ]

Docid repetition problem

e All corresponding documents are retrieved and shuffled in an arbitrary order

“Learning to Tokenize for Generative Retrieval”. Sun et al. [2023]
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Unique learnable docids: NOVO |

® Docid: Unique n-grams sets of the

D322: Set (WWM, America winner, show...)
@ Interpretable Multitask .
wordideveb Paw Tining documents obtained from global
i
D322 Who Wantsto bea leamab Ngram B  vow i .
ilionai earnable (Toke
il e mered B i ey, Tken | self-attention
7 i
. ﬁ‘ Retrieval |
User Query: " . Semantic) |
i e Semane Dk Lot
of Who Wants o be a structure "
Millionaire?
N Step
Loop Latent Rep.
Retriever

“NOVO: Learnable and Interpretable Document Identifiers for Model-Based IR”. Wang et al. [2023]
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Unique learnable docids: NOVO |

® Docid: Unique n-grams sets of the

D322: Set (WWM, America winner, show...)

@ Interpretable Multitask .
R T Trining documents obtained from global
D322 Who Wants o bea Comabie Ngram ER : .
il it et B e ol 0 self-attention
ﬁ‘ Retrieval : .
Vi Ancavine ST Row St ® Decoding: A document can be
of Who Wants to be a shtiictas il

b
Millionaire?

Loop
Retriever

s retrieved by generating its n-grams in
Latent Rep.

the sets in any order

“NOVO: Learnable and Interpretable Document Identifiers for Model-Based IR”. Wang et al. [2023]
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Unique learnable docids: NOVO |

Inverted [
Index Query | Denolsing Query

| Modelling Loss
Comparative Attribution [ petrievaltoss |
reioatyvrine  ( Tnsomervecoser ). l;l P .30

Novo
10w, America winner EncDec
Identifiers LL O TV s A
5 QO

Interaction L gy 00

=

The 1

WWM | .

o e Reset Pos. Embedding

5= T f;,,: T
e -5 <~

Attention Scores Document Query Identifier

(1) Learning to tokenize from DQM (2) Learning semantic representation from Retrieval

® Docids are learned by the denoising query modeling task and retrieval task jointly

“NOVO: Learnable and Interpretable Document Identifiers for Model-Based IR”. Wang et al. [2023]
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Unique learnable docids: NOVO |

Inverted e 1
Index Query |

Modelling Loss _| i
Comparative Attribution I | Retrieval Loss |
Periodically Update Decoder |.. ;} |¥| [:] E:]
NOVO -

- .
. WWM, TV show, America winner EncDec Inverted Index
¢ interaction L gpreq .|
DecOnly
Interaction

[T
T Masking Function
The
WWM -
™
show Transformer Encoder Reset Pos. Embedding

e T Iy

Attention Scores Document Query Identifier

I S
Decoder

® Denoising query modeling task: By learning to generate queries with noisy
documents, n-grams that are more relevant to the query are may be filtered out

“NOVO: Learnable and Interpretable Document Identifiers for Model-Based IR”. Wang et al. [2023]
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Unique learnable docids: NOVO |

verted =B es——e——
Index Query | Denoisg Query |

Modelling Loss |
campamtlve Attribution r Retrieval Loss |
Perlodically Update Transformer Decoder l;l ;l E:] [::I

NovO
¥ WWM TV show, America winner EncDec Inverted Index
”’E"m”‘ Interaction
Share _—
e < [ Decoder

Maskmg Function

v DecOnly
WM - S mmacrron
v

Transformer Encoder Reset Pos. Embedding

<85 Rmm . [;;j o

Attention Scores

Document Query Identifier

® Retrieval task: The model learns the mapping from the query to relevant docids
to update docid semantics

“NOVO: Learnable and Interpretable Document Identifiers for Model-Based IR”. Wang et al. [2023]
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Performance comparisons

08 Ultron GENRE SEAL Ultron GenRet NOVO
07 0681 0.693
0599 0612
06 0552
052
05
®
= 04
3
% o3
02
01
0
Product Titles N-grams URLs+titles  Learnable discrete  NOVO docids
- quantization numbers
™ strings
§ P P Learnable Learnable
- Natural Questions 320K
e
3 ® Backbone: T5-base
et . . . . .
: ® Results: Two learnable docids yields better results than partial pre-defined static
2 docids
a
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Learnable docids: Summary

Eb It can be optimized together with the ultimate goal of GR to better adapt to
retrieval
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Learnable docids: Summary

It can be optimized together with the ultimate goal of GR to better adapt to

retrieval

[b A learnable approach can enable number-based docids like those in GenRet [Sun
et al., 2023] to perform well

72



Learnable docids: Summary

It can be optimized together with the ultimate goal of GR to better adapt to

retrieval

A learnable approach can enable number-based docids like those in GenRet [Sun

&

et al., 2023] to perform well

ﬂ@ It relies on complex task design for learning
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Learnable docids: Summary

< 4l & B

It can be optimized together with the ultimate goal of GR to better adapt to

retrieval

A learnable approach can enable number-based docids like those in GenRet [Sun

et al., 2023] to perform well

It relies on complex task design for learning

The learning process is complex, as docids change and require iterative learning

72



Docid design: Summary

® Shall we use randomize numbers as the docids?

m Random number strings can serve as docids, but their effectiveness is limited
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Docid design: Summary

¢ Shall we use randomize numbers as the docids?
m Random number strings can serve as docids, but their effectiveness is limited
® How to construct proper docids for the documents?

m Designing predefined or learnable docids based on the semantics of the documents

73



Docid design: Summary

® Shall we use randomize numbers as the docids?
m Random number strings can serve as docids, but their effectiveness is limited
® How to construct proper docids for the documents?
m Designing predefined or learnable docids based on the semantics of the documents

® Would the choices of different docids affect the model
performance(effectiveness, capacity, etc.)?

m The length and quantity of docids both impact the effectiveness of the model's
performance
m The influence on capacity is yet to be explored

73



Docid design: Summary

Number-based | - Simplified construction - Low interpretability
singl - Moderate performance
ingle
9 Word-based | High interpretability - Single-perspective
Pre-defined - Good performance representation of documents
- Comprehensive document .
. ) - Slightly more complex
Multiple representations )
construction
- Better performance
Learnable - Adapting to GR objectives - Complex learning process
- Best performance
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Docid design: Summary

Number-based | - Simplified construction - Low interpretability
singl - Moderate performance
ingle
9 Word-based | High interpretability - Single-perspective
Pre-defined - Good performance representation of documents
omprehensive document .
. ) - Slightly more complex
Multiple ’ representations )
construction
- Better performance
Learnable Adapting to GR objectives - Complex learning process
- Best performance

Based on these docids
Model training — Section 4!
Model inference — Section 5!
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Section 4:
Training approaches



Revisit the definition of generative retrieval

GR usually exploits a Seq2Seq encoder-decoder architecture to generate a ranked list
of docids for an input query, in an autoregressive fashion



Standard training objective

The common used training objective for both indexing and retrieval is maximum
likelihood estimation (MLE):

Lciobal(Q, D, Ip, 1;0) = Lindexing (D, Ip; 0) + LRetrieval(Q, 1q; )

=— logP(id | d;0) = Y Y log P(id? | q; 0)

deD qgeQ idiclg




Different learning scenarios based on the corpus

EGIObaI(Q»By /D, /Q; 0) = Elndexing(ea Ip; 9) + £Retrieva/(Qa /Q; 0)

== logP(id | d;0) = > > log P(id| q;0)

dEB qeQ idi€ly



Different learning scenarios based on the corpus

['Global(nga /Dv /Q; 0) = Elndexing(ea /D; 9) + ERetrieva/(Qa /Q; 0)

== logP(id | d;0) = > > log P(id| q;0)

deD qeQ id7€lq

e Stationary scenarios: The document collection is fixed

¢ Dynamic scenarios: Information changes and new documents emerge
incrementally over time



Stationary scenarios

EG/oba/(gy D, lD)E; 0) = Elndexing(D’ Ip; 9) + ERetrieval(Q /Q' 9)

== logP(id | d;0) = > " logP(id| q:6)

deD qgeQ idiclg

According to the availability of labeled data, the training approaches in stationary
scenarios can be generally classified into:

® Supervised learning methods

® Pre-training methods



Supervised learning: Basic training method

® | earn the indexing task first, and then learn retrieval tasks
m Step 1: Lindexing(D, Ip; 0) = — > _4cplog P(id | d; 0)
w Step 20 LRetrieval(Q, 10:0) = = 2@ Digacy, log P(id? | q; 0)

“Transformer Memory as a Differentiable Search Index”. Tay et al. [2022]



Supervised learning: Basic training method

® | earn the indexing task first, and then learn retrieval tasks
m Step 1: Lindexing(D, Ip; 0) = — > _4cplog P(id | d; 0)
w Step 20 LRetrieval(Q, 10:0) = = 2@ Digacy, log P(id? | q; 0)

® | earn indexing and retrieval tasks simultaneously in a multitask fashion

ﬁGlobal(Qa Da ID; IQ; 9) - ﬁlndexing(D ID' 0) + ERetrieval(Q IQ' 9)

:—ZlogP/d\dG ZZIogPldq\qﬁ)

deD qeQ idiclq

“Transformer Memory as a Differentiable Search Index”. Tay et al. [2022]



Supervised learning: Basic training method

® | earn the indexing task first, and then learn retrieval tasks
m Step 1: Lindexing(D, Ip; 0) = — > _4cplog P(id | d; 0)
w Step 20 LRetrieval(Q, 10:0) = = 2@ Digacy, log P(id? | q; 0)

® | earn indexing and retrieval tasks simultaneously in a multitask fashion

%lobal(Q; Da ID; IQ; 9) - ﬁlndexing(D ID' 0) + ERetrieval(Q IQ' 9)

:—ZlogP/d\dG ZZIogPldq\qﬁ)

deD qeQ idiclq

“Transformer Memory as a Differentiable Search Index”. Tay et al. [2022]



Limitation (1): Single document granularity

Lciobal(Q, D, Ip, 1;0) = Lindexing (D, Ip; 0) + LRetrieval( Q. 1q; )

=D logP(id | d;0) = > logP(id"|q;6)

deD qeQ idI€lq

“Semantic-Enhanced Differentiable Search Index Inspired by Learning Strategies”. Tang et al. [2023a]



Limitation (1): Single document granularity

Lciobal(Q, D, Ip, 1;0) = Lindexing (D, Ip; 0) + LRetrieval( Q. 1q; )

=D logP(id | d;0) = > logP(id"|q;6)

deD qeQ idI€lq

When indexing, memorizing each document at a single granularity, e.g., first L tokens
or the full text, is insufficient, especially for long documents with rich semantics.

“Semantic-Enhanced Differentiable Search Index Inspired by Learning Strategies”. Tang et al. [2023a]



Supervised learning: Multi-granularity enhanced

® Given a document, the important passages p and sentences s are selected to
augment the indexing data

“Semantic-Enhanced Differentiable Search Index Inspired by Learning Strategies”. Tang et al. [20232]



Supervised learning: Multi-granularity enhanced

® Given a document, the important passages p and sentences s are selected to
augment the indexing data

Lindexing (D Ip; 0) = —(> _ log P(id | d;0) + Y _log P(id | p;0) + > _log P(id | 5;0))
deD ped sed

“Semantic-Enhanced Differentiable Search Index Inspired by Learning Strategies”. Tang et al. [20232]



Supervised learning: Multi-granularity enhanced

® |eading-style: Directly use the leading passages and sentences

® Summarization-style: Leverage the document summarization technique, e.g.,
TextRank, to highlight important parts

— Averagecostof
Disneyland : Constrained
Average cost of 1| Beam Search

Document : v
\ / Dieyjand Ranked list
> Encoder —> Decoder
_ " Average cost of

Passage 5 1. Average cost of
DA Disneyland
SE-DSI Average cost of 2. e
Sentence Ditaeyad 3.
Rehearsal Contents Elaborative Description

“Semantic-Enhanced Differentiable Search Index Inspired by Learning Strategies”. Tang et al. [20232]



Comparisons

Data source: Tang et al. [2023a]

DS SE-DSI
0.5347
0.436
® Backbone: T5-base
e Multi-granularity representations of
documents can comprehensively
encode the documents, and further
contribute to the retrieval
Standard Multi-granularity
enhanced

MS MARCO 100K



Limitation (2): The gap between indexing and retrieval

Laiobal(Q, D, Ip, 1:0) = Lindexing (D, Ip; 0) + LRetrieval( X, lg: 0)

== logP(id | d;0) = > > log P(id? | q;0)

deD — qeQ idiclq

“Bridging the Gap Between Indexing and Retrieval for Differentiable Search Index with Query Generation”. Zhuang et al. [2023]
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Limitation (2): The gap between indexing and retrieval

Laiobal(Q, D, Ip, 1:0) = Lindexing (D, Ip; 0) + LRetrieval( X, lg: 0)

== logP(id | d;0) = > > log P(id? | q;0)

deD — qeQ idicly

Long document in indexing vs. Short query in retrieval

“Bridging the Gap Between Indexing and Retrieval for Differentiable Search Index with Query Generation”. Zhuang et al. [2023]
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Limitation (2): The gap between indexing and retrieval

Laiobal(Q, D, Ip, 1:0) = Lindexing (D, Ip; 0) + LRetrieval( X, lg: 0)

:—ZlogP/d|d9) > > log P id? ] q:9)

deD qeQ idicly
Long document in indexing vs. Short query in retrieval

The data distribution mismatch that occurs between the indexing and retrieval

“Bridging the Gap Between Indexing and Retrieval for Differentiable Search Index with Query Generation”. Zhuang et al. [2023]
10



Supervised learning: Pseudo query enhanced

G2 who is Jeffery Kaplan?
xn

dy: Jeffrey Kaplan is an American
video game designer who is vice
president of Blizzard Entertainment.

Query Generation
:> Model :>

Blizzard Entertainment?
docid: 313

docid: 313

.2 whois the vice president of

Cross-entropy loss |

DSI q

t I —

docid: 313 U

Using a set of pseudo queries pg generated from the document as the inputs of the

indexing task

“Bridging the Gap Between Indexing and Retrieval for Differentiable Search Index with Query Generation”. Zhuang et al. [2023]
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Supervised learning: Pseudo query enhanced

ﬁlndexing(Da Ip; 0) - - Z log P(’d | d 9)
deD o

Elndexing(D7 Ip; 0) = — Z log P(Id ‘ Pq; 9)
pqeD o

“Bridging the Gap Between Indexing and Retrieval for Differentiable Search Index with Query Generation”. Zhuang et al. [2023]
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Supervised learning: Pseudo query enhanced

ﬁlndexing(Da Ip; 0) - - Z log P(’d | d 9)
deD o

Elndexing(D7 Ip; 0) = — Z log P(Id ‘ Pq; 9)
pqeD o

LRetrieval(Q, 1g:0) = = > > log P(id | q;0)
qeQ idicig

“Bridging the Gap Between Indexing and Retrieval for Differentiable Search Index with Query Generation”. Zhuang et al. [2023]
12



Comparisons

Data source: Pradeep et al. [2023], Zhuang et al. [2023]

DSl DSI-QG DSl DSI+P
0.7 Q 0.9 Q
0592 0.768
06 0.8
07
05
06
"@)‘ 0.4 6) 05
2 2
T o3 I 04
03
02 0192
02
0.1
0.021 01
0 0
Standard Pseudo query enhanced Standard Pseudo query enhanced
(Naively structured strings) (Semantically structured strings)
MS MARCO 100K MS MARCO 100K

Backbone: T5-base

Using only pseudo synthetic queries to docid during indexing is an effective
training strategy on MS MARCO [Pradeep et al., 2023]
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Limitation (3): Limited labeled data

LGlobal(Q, D, Ip, 19;0) = Lindexing (D, Ip; 0) +' LRetrieval(Q, 1q; 0), ?
I '@

14



Limitation (3): Limited labeled data

»CGlobal(Qa D’ ID7 IQ; 9) = Llndexing(Dy ID; 0) 'H['Retrieval(Qy IQ; 9): ?
I ' @

What should we do if there is no or few labeled query-docid pairs?

14



Pre-training methods

Constructing pseudo query-docid pairs (PQ, lg) for the pre-training retrieval task

LPre—train(PQy D, ID7 I(I,;v 0) = ['Indexing(Dz /D; '9) + LRetrieva/(PQa /5, 9)

15



CorpusBrain |

INPUT:
Apple Inc. is an American multinational
[...] software and online services.

OUTPUT:
Apple Inc. ISS
INPUT:

Apple was founded as Apple Computer
Company on April 1,1976 [...] while
Jobs resigned to found NeXT, taking
some Apple employees with him.

OUTPUT:

Apple Inc. [SEP] Tim Cook LPS

1

]: Pre-training

Apple Inc.

| Apple Inc. is an American multinational technology company that specializes in consumer electronics, software
and online services. Apple is the largest information technology company by revenue |[...]

Apple was founded as Apple Computer Company on April 1, 1976, by Steve Jobs, Steve Wozniak and Ronald
Wayne to develop and sell Wozniak's Apple | personal computer [...] Apple went public in 1980, to instant financial
success. The company featuring i ive graphical user interfaces, including the original
Macintosh, announced in a crmcally acclaimed advertisement, "1984", directed by Ridley Scott. By 1985, the high
L-|cost of its products and power struggles between executives caused problems. Wozniak stepped back from Apple
amicably, while Jobs resigned to found NeXT, taking some Apple employees with him.

INPUT:

Apple became the first publicly traded
U.S. company to be valued at over

$1 trillion in August 2018, then

$2 trillion in August 2020, and most
recently $3 trillion in January 2022. The
company sometimes receives criticism
regarding the labor practices of its
contractors, its environmental practices,
and its business ethics, including anti-

[...] Apple became the first publicly traded U.S. company to be valued at over $1 trillion in August 2018, then
$2 trillion in August 2020, and most recently $3 trillion it in January 2022. The company i receives criticism
regarding the labor practices of its its practices, and its business ethics, including anti-
competitive practices and materials sourcing. [...]

Based on Wikipedia, three pre-training retrieval tasks are constructed

“CorpusBrain: Pre-train a Generative Retrieval Model for Knowledge-Intensive Language Tasks”

. Chen et al. [2022]

practices and materials
sourcing.

OUTPUT:

Criticism of Apple Inc. HIP
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CorpusBrain |

]: Pre-training

INPUT:

Apple Inc. is an American
multinational [..] software and
online services.

OUTPUT: 4
Apple Inc. [SEP] Steve Jobs.

PPl [SEP] 55
INPUT:
Apple was founded as Apple
Computer Company ... while Jobs ™|

resigned to found NeXT, taking
some Apple employees with him.

OUTPUT:
Apple Inc.
LPS

I

Apple Inc.

Apple Inc. is an American multinational technology company that specializes in_consumer electronics,
- Software and oniine services. Apple is the largest injormation technology company by revenue [ ]

App\e was four\ded as Apple Computer Company on April 1, 1976, by Steve Jobs, Sleve Wozniak and|

to develop and sell Wozniak's Apple | personal computer [...] Apple went public in 1980, to)

ms(ant financial succecs. Tho company developed computers featuring innovative graphical user|

interfaces, including the original Macintosh, announced in a critically acclaimed advertisement, "1984",

L |directed by Ridley Scott. By 1985, the high cost of ts products and power siruggles between execuiives|

caused problems. Wozniak stepped back from Apple amicably, while Jobs resigned to found NeXT, taking
jsome Apple employees with him.

[..-] Apple became the first publicly traded U.S. company to be valued at over $1 trillion in August 2018,
then $2 trillion in August 2020, and most recently $3 trillion in January 2022. The company sometimes 4~
receives_criticism regarding the labor practices of its_contractors, its_environmental practices, and its
business ethics, including anii-competitive praclices and materials sourcing. [...]

INPUT:

Apple became the first publicly
traded U.S. company to be valued at
over §1 trillion in August 2018, then
$2 trillion in August 2020, and most
recently $3 trillion in January 2022.
The company sometimes receives
criticism regarding the labor
practices of its contractors, its
environmental practices, and its
business ethics, including anti-
competitive practices and materials
sourcing.

OUTPUT
Criticism of Apple Inc.

HIP

Inner Sentence Selection (ISS):

® Pseudo query (PQ): Randomly selected inner sentence from its document
¢ Docid (Ig):
title”

Concatenated relevant document titles, i.e., “title [SEP] title [SEP]

“CorpusBrain: Pre-train a Generative Retrieval Model for Knowledge-Intensive Language Tasks”. Chen et al. [2022]
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CorpusBrain |

INPUT:

Apple Inc. is an American

multinational [

online services.

OUTPUT:
Apple Inc. [SEP] Steve Jobs

] software and

1SS

]: Pre-training

INPUT:

OUTPUT:
Apple Inc.

Apple was founded as Apple
Computer Company [...
resigned to found NeXT, taking

some Apple employees with him.

] while Jobs

LPS

Apple Inc.
Apple Inc. is an American_multinational technology company that spe s in_consumer electronics,
Memmma&mmmmagmmuauy [-

- software and online services. Apple is the lar by revenue
[Apple was founded as Apple Computer Company on April 1, 1976, by ., Steve Wozniak and
Ronald Wayne to develop and sell Wozniak's Apple | personal computer [...] Apple went public in 1980, to
instant financial success. The company developed computers featuring innovative graphical user|
interfaces, including the original Macintosh, announced in a critically acclaimed advertisement, "1984",
directed by Ridley Scott. By 1985, the high cost of its products and power struggles between executives|
caused problems. Wozniak stepped back from Apple amicably, while Jobs resigned to found NeXT, taking|
some Apple employees with him.
ublich

le became the first traded U.S. company to be valued at over $1 trillion in August 2018,

L] A
then $2 trillion in_August 2020, and_most recently $3 trillion in January 2022. The company sometimes

receives criticism regarding the labor practices of its contractors, its_environmental practices, and _its
business ethics, including anti-competitive practices and materials sourcing. ...]

Lead Paragraph Selection (LPS):

INPUT:
Apple became the first publicly
traded U.S. company to be valued at
over §1 trillion in August 2018, then
$2 trillion in August 2020, and most
recently $3 trillion in January 2022.
The company sometimes receives
criticism regarding the labor
practices of its contractors, its
environmental practices, and its
business ethics, including ant
competitive practices and materials
sourcing.

OUTPUT:
Criticism of Apple Inc.

® Pseudo query (PQ): A (lead) paragraph is sampled from the document

¢ Docid (Ig): Concatenated relevant document titles

“CorpusBrain: Pre-train a Generative Retrieval Model for Knowledge-Intensive Language Tasks”

Chen et al. [2022]



CorpusBrain |

INPUT:
Apiolie e/
multinational[...] software and

online services.

OUTPUT:

Apple Inc. [SEP] Steve Jobs
PPl [SEP] Steve 53

INPUT:

Apple was founded as Apple
Computer Company [...] while Jobs
resigned to found NeXT, taking
some Apple employees with him.

OUTPUT:
Apple Inc.
LPS

]: Pre-training

Apple Inc.
AEE\e Inc._is an_American_multinational technology company that specializes in_consumer_electronics,

L Software and online services. Apple is the largest information technology company by revenue [.-]
[Apple was founded as Apple Computer Company on April 1, 1976, by Steve Jobs‘ Steve Wozniak and|
0 develop and sell Wozniak's Apple | personal computer |...] Apple went public in 1980, to
insant financial success. The company developed computers leamnng erovave graphical _user|
nterfaces, including the original Macintosh, announced in a critically acclaimed advertisement, "1984"
L drected by Ridley Scott. By 1985, the high cost of its products and power struggles between executives
caused problems. Wozniak stepped back from Apple amicably, while Jobs resigned to found NeXT, taking|
some Apple employees with him.

Apple became the first publicly traded U.S. company to be valued at over $1 trillion in August 2018
men $2 trillion in_August 2020, and most recently $3 trillion in January 2022. The company sometimes —{~|
receives_oriticism_regarding the labor practices of its contractors, its_environmental practices, and its
business ethics, including practices and materials sourcing. [...]

INPUT:

Apple became the first publicly
traded U.S. company to be valued at
over $1 trillion in August 2018, then
$2 trllion in August 2020, and most
recently $3 trillion in January 2022.
The company sometimes receives
criticism regarding the labor
practices of its contractors, its
environmental practices, and its
business ethics, including anti-
competitive practices and materials
sourcing.

OUTPUT:
Criticism of Apple Inc.

HIP

Hyperlink Identifier Prediction (HIP):

® Pseudo query (PQ): The anchor context, i.e., the surrounding contextual
information in the anchor's corresponding sentence

¢ Docid (IS): The document title of the destination page

“CorpusBrain: Pre-train a Generative Retrieval Model for Knowledge-Intensive Language Tasks”. Chen et al. [2022]
19



CorpusBrain | ]: Training and inference

® Pre-training: Based on the three pre-training tasks, a large number of pseudo
pairs of query and document identifiers are constructed. All the tasks are
formulated by a standard seq2seq objective for the pre-training

“CorpusBrain: Pre-train a Generative Retrieval Model for Knowledge-Intensive Language Tasks”. Chen et al. [2022]
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CorpusBrain | ]: Training and inference

® Pre-training: Based on the three pre-training tasks, a large number of pseudo
pairs of query and document identifiers are constructed. All the tasks are
formulated by a standard seq2seq objective for the pre-training

® Fine-tuning: CorpusBrain is fine-tuned using the processed data (in a Seq2Seq
pair format) in downstream tasks

“CorpusBrain: Pre-train a Generative Retrieval Model for Knowledge-Intensive Language Tasks”. Chen et al. [2022]
20



CorpusBrain | ]: Training and inference

® Pre-training: Based on the three pre-training tasks, a large number of pseudo
pairs of query and document identifiers are constructed. All the tasks are
formulated by a standard seq2seq objective for the pre-training

® Fine-tuning: CorpusBrain is fine-tuned using the processed data (in a Seq2Seq
pair format) in downstream tasks

® Test: Given a test query, the fine-tuned CorpusBrain utilizes constrained beam

search to decode relevant docids

“CorpusBrain: Pre-train a Generative Retrieval Model for Knowledge-Intensive Language Tasks”. Chen et al. [2022]
20



CorpusBrain | ]: Performance

TF-IDF MT-DPR GENRE CorpusBrain
90 83.64 84.07
80 745
70 H
o ® |n the KILT leaderboard, Corpusbrain
5 50.9 . . .
250 achieved first place in 5 of them,
g
a4 second place in 1 task, and third place
30
. in 4 tasks, outperforming traditional
10 pipelined approaches
0
Sparse retrieval Dense retrieval Generative Generative
retrieval retrieval (Pre-

training)
Fact verification-FEVER

“CorpusBrain: Pre-train a Generative Retrieval Model for Knowledge-Intensive Language Tasks”. Chen et al. [2022]
21



Limitation (4): Pointwise optimization for GR

Lciobal(Q, D, Ip, 19;0) = Lindexing (D, Ip; 0) + LRetrieval(Q, 1q; 6)

== logP(id | d;0) = > > log P(id| q;0)

deD qeQ idiclq
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Limitation (4): Pointwise optimization for GR

Lciobal(Q, D, Ip, 19;0) = Lindexing (D, Ip; 0) + LRetrieval(Q, 1q; 6)

== logP(id | d;0) = > > log P(id| q;0)

deD geQ idiclg

® |t assumes the likelihood for each relevant docid is independent of the other
docids in the list for a query

e Ranking is a prediction task on list of objects

22



Limitation (4): Pointwise optimization for GR

Lciobal(Q, D, Ip, 19;0) = Lindexing (D, Ip; 0) + LRetrieval(Q, 1q; 6)

== logP(id | d;0) = > > log P(id| q;0)

deD geQ idiclg

® |t assumes the likelihood for each relevant docid is independent of the other
docids in the list for a query

e Ranking is a prediction task on list of objects

Pairwise and listwise optimization strategies for GR are necessary!

22



Pairwise optimization: LTRGR |

® Step 1: Initial training with pointwise optimization

® Step 2: Based on the trained initial model, perform pairwise optimization

Predicted Identifiers Passenge

I"1. Predicted | . Pa:sa;el_l
Autoregressive I titles 1
uery —> S 1 —— P 25 L
Query | 2. Predicted | transform | assage | rank
| body e

[N

maX(O,s(q, d—) - S(qa d—‘r) + m)a

where d_ and d are negative and positive documents, and m is the margin

“Learning to Rank in Generative Retrieval”. Li et al. [2023c]
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LTRGR [

Hits@5

BM25 DPR MINDER LTRGR

70 68.3 658 68.8

80

60
50 436
40
30
20
10

0
Sparse retrieval Dense retrieval Generative

retrieval

Generative
retrieval

Natural Questions

“Learning to Rank in Generative Retrieval”. Li et al. [2023c]

]: Performance

MRR@10

30

25

20

15

10

BM25 DSl(scaling up) LTRGR

255

19.8
184

Sparse retrieval Generative retrieval Generative retrieval

MS MARCO Passage Ranking

24



Listwise optimization: [

Training with position-aware ListMLE

® View the docid ranking problem as a sequential learning process, with each step

targeting to maximize the corresponding stepwise probability distribution

O
O

“Listwise Generative Retrieval Models via a Sequential Learning Process”. Tang et al. [2023b]

= <]

H 2

o a_ ===

2

g 5
~

g ¥

i

3 g
—

Listwise GR

N ’ l
0
_...> docid, docid, docid; ..
Maximize the likelihood of the list
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Listwise optimization: [ ]

Given:

® A query g

® Its ground-truth docid list 74 = [id*),id(®), .. ], in descending order of relevance,
where id(®) is the docid ranked at the first position, and id(® is the docid ranked
at the second position, and so on

“Listwise Generative Retrieval Models via a Sequential Learning Process”. Tang et al. [2023b]
26



Sequential learning process

Step 1: Maximize the following top-1 positional conditional probability:

) oy (P | g:0))
P = S (Pl | a.6)

log [T, o1y gty P(Welasweeif) S
where P(id() | q;0) = te[l"’d(|3('}()| =" (without considering the

ranking order information), and P(id") | g; 6) is the generated likelihood
of the i-th relevant docid id(") for g

“Listwise Generative Retrieval Models via a Sequential Learning Process”. Tang et al. [2023b]
27



Sequential learning process

Step 2: For i = 2,...,n, maximize the following i-th positional conditional
probability given the preceding top i/ — 1 docids,

; : Vg6
(i . (i exp q;
PUAT o id o 00 2 ,e(xp((/ (ld‘(J) \ ‘3,)9))

The learning process ends at step n+ 1

“Listwise Generative Retrieval Models via a Sequential Learning Process”. Tang et al. [2023b]
28



Listwise loss with position importance

® | istwise probability with position importance

mgin —log P(mq | q;6)
= —a(1)log P(id® | ¢:0) — > a(i) log P (id(") | q,id®, ..., idl-D; 9) :
i=2
where the weight a(-) is a decreasing function

® |istwise loss function incorporating the probability based on Plackett-Luce model

n

Liist(q,mg:0) = afi) (-ﬁ(idm | q;0) + log (Z exp(P(id®) | g; 9))))

i=1 k=i

“Listwise Generative Retrieval Models via a Sequential Learning Process”. Tang et al. [2023b]
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Multiple optimization: GenRRL [

Based on reinforce learning framework

® train a linear reward model

® train a GR model with pointwise, pairwise and listwise optimization strategies

“Enhancing Generative Retrieval with Reinforcement Learning from Relevance Feedback”. Zhou et al. [2023]
30



Multiple optimization: GenRRL [

Sample another query

® Pointwise optimization:

- Zi(R(‘% id;) — b) Zt log P(Wti | wet,q),

where R is a reward model, and b is a baseline

(" The Best Sleep
Meditation

10 Ways To Fall
Asleep Fast

D! Calm Your
; Anxiety

{ Mindful Steep |

Il BE=E

Rwlard Rcward Re'ward
Model Model Model

od As bnt:r 1

than B

Pointwise Pairwise LisMise

Relevance feedback

“Enhancing Generative Retrieval with Reinforcement Learning from Relevance Feedback”. Zhou et al. [2023]
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Multiple optimization: GenRRL |

Sample another query

® Pointwise optimization:

- Zi(R(‘% id;) — b) Zt log P(Wti | wet,q),

where R is a reward model, and b is a baseline

® Pairwise optimization:

(" The Best Sleep
Meditation

ES ‘
! Mindful Sleep | [ ]| 20 Ways To Fall _ Z L (R( ld) lo P R( Id) lo ..
LI L A et (id;,id;) \ "\ G 10 ) 10& Pij q, 1d;) 108 Pji,

S BR BECR where p; = |[P(w] | q) — P(w] | q)|

Rwlard Rcward Re'ward
Model Model Model

s As bnt:r 1

than B

Pointwise Pairwise Listwise

Relevance feedback

“Enhancing Generative Retrieval with Reinforcement Learning from Relevance Feedback”. Zhou et al. [2023]
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Multiple optimization: GenRRL |

Sample another query

® Pointwise optimization:

- Zi(R(‘% id;) — b) Zt log P(Wti | wet,q),

where R is a reward model, and b is a baseline

S ® Pairwise optimization:

Meditation

N Calm Your
; Anxiety §

| 5.?‘.’&??;?;?_"13 — 2_(idy,id) (R(q, id;) log pjj + R(q, id;) log pji,
B .. BEEE where p;; = |P(w{ | q) — P(M | q)|
® |istwise optimization:
"M'”f.?.'." “ﬁﬂ.’?’ "M’Z’d‘.'." i exp(P(idilq))
\ [ ~ Ligec R(a,idi)10g s~ p(id qy)
s Aé;bn;gr 1

Relevance feedback

“Enhancing Generative Retrieval with Reinforcement Learning from Relevance Feedback”. Zhou et al. [2023]
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GenRRL [ ]: Performance

DocT5query ANCE GenRRL DocT5query ANCE GenRRL
35 33.23 40 36.32
20 29.65 35
30
2327
% 24.53
g 2 g ®
g g 20 19.07
7] 15 a
: £ =
10 10
5 5
0 0
Sparse retrieval Dense retrieval ~ Generative retrieval Sparse retrieval Dense retrieval  Generative retrieval
Filtered NQ

MS MARCO Document Ranking 320K

“Enhancing Generative Retrieval with Reinforcement Learning from Relevance Feedback”. Zhou et al. [2023]
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Dynamic scenarios

EGIobal(Q727 /D7 /Q; 0) - ﬁlndexing(g ID; 9) + L:Retrieval(Q7 /Q; 0)

== logP(id | d;0) = > > log P(id | q; 0)

deD qeQidiclq

Information changes and new documents emerge incrementally over time

33



Continual learning task: Formulation

Session 1 Session T Session 1 Session T
A A A A A A
Document Document
ALl e "l ol e
Model 0, Or Model 0, Or
Test query test Test query test test| |otest
set 0 set & | = 27

(a) Single query set (b) Sequential query set

¢ [nitial model: A large-scale base document set Dy and sufficiently many labeled
query-document pairs

Image source: Chen et al. [2023]
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Continual learning task: Formulation

Session 1 Session T Session 1 Session T
A | A A | A
Document Document
ALl e "l ol e
Model 0, Or Model 0, Or
Test query test Test query test test| |otest
set 2 set % i~ [ or
(a) Single query set (b) Sequential query set

¢ [nitial model: A large-scale base document set Dy and sufficiently many labeled
query-document pairs

® New datasets: T new datasets Dy,..., Dy, from T sessions arriving in a
sequential manner, which are only composed of newly encountered documents
without queries related to these documents

Image source: Chen et al. [2023]
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Continual learning task: Formulation

Session 1 Session T Session 1 Session T
A | A A | A
Document Document
ALl e "l ol e
Model 0, Or Model 0, Or
Test query test Test query test test| |otest
set 2 set % i~ [ or
(a) Single query set (b) Sequential query set

¢ [nitial model: A large-scale base document set Dy and sufficiently many labeled
query-document pairs

® New datasets: T new datasets Dy,..., Dy, from T sessions arriving in a
sequential manner, which are only composed of newly encountered documents
without queries related to these documents

Image source: Chen et al. [2023]

® Model update: The new dataset D; and previous datasets Dy, ..., D;_1
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Continual learning task: Evaluation

Image source: Chen et al. [2023]

Session 1 Session T Session 1 Session T
| A | L A |
Document Document
A TR
Model 0, Or Model 0, 0r
Test query Test query I
set Qtest set Q{est {est | eee :Q%Est

(a) Single query set (b) Sequential query set

Two types of test query set for performance evaluation:

¢ Single query set: There is only one test query set, and their relevant documents
arrive in different sessions

e Sequential query set: The test query set is specific for each session, and the
relevant documents appear in existing sessions
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Continual learning task: Evaluation

Image source: Chen et al. [2023]

Session 1 Session T Session 1 Session T
| A | L A |
Document Document
T
Model 0, Or Model 0, 0r
Test query test Test query test test| Itest
set 2 set % =0 ||~ or
(a) Single query set (b) Sequential query set

Two types of test query set for performance evaluation:

¢ Single query set: There is only one test query set, and their relevant documents
arrive in different sessions

e Sequential query set: The test query set is specific for each session, and the
relevant documents appear in existing sessions
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Catastrophic forgetting

> @verage performance (A,) T Forgetting (F,) { 0Il.)earning performance (LA,) T
210 100 R ——
e L
3 -
9] 5 - ———] —=— T5-Base
% §-§E\. ./% —=— T5-lLarge
2 50 . Tt 50 %;/I 50 —a— T5-XL
< ~. 'xiii 7 > —=— T5-Base(N)
3 —_— —=— T5-Base(S)
£ Do Dy D, D3 Dsg Ds D, D, D3 Dy Ds D, D, D3 Dy Ds
40 40 407 emm——
® = ] e
a: = . C—
£20 \§\ 0 20
L~
\'§E§E§=
Dy D1 D, D3 D4y Ds D; D, D3 Dy Ds D; D, D3 Dy Ds
Training corpus Training corpus Training corpus

The GR model undergoes severe forgetting under continual indexing of new documents

Image source: Mehta et al. [2022]

“DSl++: Updating Transformer Memory with New Documents”. Mehta et al. [2022]
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Challenges of continual learning for GR

® How to incrementally index new documents with low computational and memory
costs?

37



Challenges of continual learning for GR

® How to incrementally index new documents with low computational and memory
costs?

® How to prevent catastrophic forgetting for previously indexed documents and
maintain the retrieval ability?

37



® Docid: unique atomic integers
® Constrained optimization problem: find the optimal document vector for a new
document, do not modify any other existing document vectors and do not require

broader updates to the query encoder

“IncDSI: Incrementally Updatable Document Retrieval”. Kishore et al. [2023]
38



IncDSI | ]: Incrementally indexing new documents

) WikIPEDIA S - Wi A
Embeddings fromthe | 0 MEEER fy i | ) Vet
Queries for a new Document trained BERT Encoder | Star Wars W ,\\6‘\‘/ [ : Hyperspace
oR
q1: How many star wars 1 ™ ° ¢!
movies are there? E- ' = L) ol
= 1~ az L 3 Wi A
q2: What is the first star H L g 0 Wimrepia
wars movie? I.g ] 1 Space Travel
1 1
1 1

N [ J

o

] — D Vigrepia ° bedding Space
@ New document embedding (optimized) Star Trek e e 2R ‘J

9 Waarepia
X New queries embeddings (output of BERT)

.| Interstellar

#) WikipEDIA
T Mt

@ Initial document embeddings (learned and fixed) Films

® Constrained optimization:

m The new document is scored higher than all the existing documents for the its
representative query embedding

“IncDSI: Incrementally Updatable Document Retrieval”. Kishore et al. [2023]
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IncDSI | ]: Incrementally indexing new documents

Embeddings from the | (i) Sreiieiet P e S =5 1| ) Wi
Queries for a new Document trained BERT Encoder | Star Wars e x\@\x" e : Hyperspace
oR
1: How many star wars 1 ) !
?novles are th:re? | g- 4 L) L4 e .:
g2: What is the first star ﬁ | 21( i L h P Tizr=na ‘
wars movie? I.g ] 1 Space Travel
R 1 [
‘.) ““’"'"““"F‘““ ! ® bedding Space s
@® New document embedding (optimized) Star Trek g m e e B A

') WIKIPEDIA
) DerweEncytopo

X New queries embeddings (output of BERT) .| Interstellar

#) WikipEDIA
T Mt

@ Initial document embeddings (learned and fixed) Films

® Constrained optimization:
m The new document is scored higher than all the existing documents for the its
representative query embedding

m The new document is scored lower than all the existing documents for other
representative query embedding

“IncDSI: Incrementally Updatable Document Retrieval”. Kishore et al. [2023]
39



]: Incrementally indexing new documents

® Docids: The new documents are assigned unstructured atomic integers as docids,
and the GR model learns new embeddings for each of them

“DSl++: Updating Transformer Memory with New Documents”. Mehta et al. [2022]
40



]: Incrementally indexing new documents

® Docids: The new documents are assigned unstructured atomic integers as docids,
and the GR model learns new embeddings for each of them

® Modifying the training dynamics: Since flatter minima implicitly alleviate
forgetting, optimizing for flatter loss basins using Sharpness-Aware Minimization

(SAM) as an objective allows the model to stably memorize more documents

“DSl++: Updating Transformer Memory with New Documents”. Mehta et al. [2022]
40



]: Incrementally indexing new documents

80 é’
> $1s
875 2
g g
870 p10
£ 25
60 datacior 5 — Riatacior
SAM o [ SAM
1 2 3 4 5 20 40 60 80 100
Training step ( x100,000) Percentage of examples
(a) Indexing accuracy during memorization (b) Cumulative histogram of forgetting events
® SAM outperforms Adafactor in terms ® SAM undergoes less severe
of the overall indexing accuracy fluctuations during the course of

training

Image source: Mehta et al. [2022]

“DSl++: Updating Transformer Memory with New Documents”. Mehta et al. [2022]
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DSI++ [ ]: Preventing catastrophic forgetting

® Generative memory: Train a query generator model to sample pseudo-queries for
previously seen documents and supplement the query-docid pairs during continual
indexing

“DSl++: Updating Transformer Memory with New Documents”. Mehta et al. [2022]
42



DSI++ | ]: Preventing catastrophic forgetting

® Generative memory: Train a query generator model to sample pseudo-queries for
previously seen documents and supplement the query-docid pairs during continual
indexing

® |t reduces the forgetting, and improves average Hits@10 by +21.1% over baselines

Forgetting (Fj,) { Forgetting (F,) {
100 75
g 50 / g 50 —
g = £s /
¢ e 5»7 = =——
£ e =g
AF - . ./ s
0 n/.—_—- 0
Dy D, D5 Dy Ds D, D, D3 Dy Ds
Training corpus Training corpus

“DSl++: Updating Transformer Memory with New Documents”. Mehta et al. [2022]
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Limitations of DSI4+4

® |earning embeddings for each individual new docid from scratch incurs
prohibitively high computational costs

“DSl++: Updating Transformer Memory with New Documents”. Mehta et al. [2022]
43



Limitations of DSI4+4

® |earning embeddings for each individual new docid from scratch incurs
prohibitively high computational costs
® The relationships between new and old documents may not be easily obtained

from randomly-selected exemplars

“DSl++: Updating Transformer Memory with New Documents”. Mehta et al. [2022]
43



CLEVER | ]: Incrementally indexing new documents

Incremental product quantization (PQ) codes as identifiers: Update a partial
quantization codebook according to two adaptive thresholds

“Continual Learning for Generative Retrieval over Dynamic Corpora”. Chen et al. [2023]
44



]: Incrementally indexing new documents

CLEVER |

Incremental product quantization (PQ) codes as identifiers: Update a partial

quantization codebook according to two adaptive thresholds

, ’/’ \\\

0 5o, Initial PQ

’IO o o 0o \ \

l’ o '\ ol °‘| D t

i 0 o o g - o ocumen

3 el i Encoder

\‘ ,/ \\ o ll

New documents N O o / Document Documents
lo 0i*0./
D¢ o0/ Representations Do
N

® Build base PQ
m Centroids are obtained via clustering over document representations

m Document representations are learned with a bootstrapped training process
a4

“Continual Learning for Generative Retrieval over Dynamic Corpora”. Chen et al. [2023]



CLEVER | ]: Incremental product quantization

"""" ad md :”"I?ii’st(xf;“ 2z )
. O ..
@) Unchanged Threshold (ii) Changed Threshold (iii) Added
old centroids old centroids new centroids

® Update adaptively

m Dynamic thresholds: Average distance (ad); maximum distance (md)
m Three types of update for centroid representation: Depend on contributions to
centroid update

“Continual Learning for Generative Retrieval over Dynamic Corpora”. Chen et al. [2023]
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CLEVER [ ]: Preventing catastrophic forgetting

Memory-augmented learning mechanism: Form meaningful connections between old
and new documents

“Continual Learning for Generative Retrieval over Dynamic Corpora”. Chen et al. [2023]
46



CLEVER | ]: Preventing catastrophic forgetting

Memory-augmented learning mechanism: Form meaningful connections between old

and new documents

1
| Researchers are finding @ :
thatcinnamon reduces uery does cinnamon

! >
| blood sugar ;::;h naturally generator Tower blood sugar? :
1

1
1

|

‘when taken daily.
Pseudo queries

Documents
_________________ posscsess=ssessa==s

¢ Dynamic memory bank: Construct a

New documents indexingLfy,‘i;
—I memory bank with similar documents

0ld documents rehearsal Lirg

£ for each new session and replay the
Retrieval maintenancellms J

process of indexing them alongside the

Parameter regularization £&y¢

indexing of new documents

New Document

*

©  Similar Document
©  Old Document

°

“Continual Learning for Generative Retrieval over Dynamic Corpora”. Chen et al. [2023]
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CLEVER |

|, Query d
generator lower blood sugar?

Pseudo queries

Documents
_________________ e e e e

New documents indexing Lf»’."l}f ]

0ld documents rehearsal Lirg \
L

; : tq
Retrieval maintenance Ly »

Parameter regularization £L&yc —

New Document

*

©  Similar Document
©  Old Document

°

]: Memory-augmented learning mechanism

® Pseudo query-docid pairs: Train a
query generator model to sample
pseudo-queries for documents and
supplement the query-docid pairs
during indexing

“Continual Learning for Generative Retrieval over Dynamic Corpora”. Chen et al. [2023]
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CLEVER | ]: Memory-augmented learning mechanism

when taken
Pseudo queries

i
| Researchers are finding
1| tharcinnamon reduces Query dosscinmamon
f Sloodsuge el atrly generator Tower blood sugar?
.
1
1

f/Newdommmdexmg%; e Sequentially training: new
' documents indexing, old document
L rehearsal, retrieval maintenance losses

\’ Retrieval maintenance L5 ) ) ) )
and an elastic weight consolidation

Parameter regularization Ly ¢

i[> 0l1d documents rehearsal Ipiis >

(EWC) loss as a regularization term

New Document

*

O Similar Document
©  Old Document

°

Centroid

“Continual Learning for Generative Retrieval over Dynamic Corpora”. Chen et al. [2023]
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CLEVER | ]: Performance

—— CLEVER —— BASE —— CLEVERpq —— CLEVER-MLE(d-) —— CLEVER-MLE(a) —— DSI++
Indexing (Do) Indexing (D;) Retrieval (Qf*") Retrieval (Qi*"")

80 ? — — o—— 5.0 -—-\\_ 5.0 \—\
L \ \ £8 § — R R N —— R —— ——
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€70 s e I tr— S 400 \\— © 40.0 * — §
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= 70 e 350 B 50 e
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Sessions Sessions Sessions Sessions
H ti t test
Indexing (Dy — D7) Retrieval (Q5%°* = Q1*%)

e CLEVER almost avoids catastrophic forgetting on both indexing and retrieval
tasks, showing its effectiveness in a dynamic setting

Image source: Chen et al. [2023]

“Continual Learning for Generative Retrieval over Dynamic Corpora”. Chen et al. [2023]
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Combination of GR and retrieval-agumented generation (RAG)

How to jointly train the GR model and QA model?

Laoa(Q", 15, D", Aitp) = — > log f(alq*, id, d; ),
q*€Q*,id€lp,deD,acA

where @ is the query set of the downstream task, /}, are the docids retrieved by a GR
model, D* are the corresponding documents, a is an answer in the answer set A, f is
the QA function and % is the model parameters
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Identifiers
to Passages

Title: Peddie School
Section: Athletics
Content

Q2: Where did he study?

A2: Peddie School,

ddie School

Brown University, and ) L. & ! ) Football,
Harvard Law School. Autoregressive Consl!ame% £ 2: Peddie School Autoregressive Ly Basketball,
Model Beam Search | & History Model Tennis,
. ' : : imming, ete.
Q3: \'Vhic'h were L : Answer
entertained in the first one ? Generated Identifiers
| o Generative Retrieval =~ ------------mmmmmmmoon [ oeeooeen Answer Generation --------

® Step 1: Document retrieval with a GR model

® Step 2: Answer generation with another autoregressive model

“Generative retrieval for conversational question answering”. Li et al. [2023b]
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Re3val [

® Step 1: Relevant titles generation

I what do the 3 dots mean in math (g) I m

([rerank document titles given a query and context: () |

using a GR model

Generated Page Titles (X)

3 ethrtis ntton 96lp. %Y ® Step 2: Retrieved titles reranking
T oiomaiini el = — Reranked Page Titles (2) .
o cateaus s E] | 1 hertor sign using a cross-encoder

e B S Santon
DPR Contexts (Y) — P— ;Zgz:::gpmm'm [ Ste 3 Conte t t N | f M I
 Threors sig n ol e p 3: xt retrieval for titles

2....therefore character in...
3.3 (three) is a number, ...
4....\"therefore\" sign was...
5. Dot (diacritic) When us...

using BM25

® Step 4: Answer generation using an
generative model

“Re3val: Reinforced and Reranked Generative Retrieval”’. Song et al. [2024]
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Generative document retrieval and grounded answer generation rely on separate
retrieval and reader module, which may hinder simultaneous optimization
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UniGen [

Documents: .
Docid
space

Pirates of the Caribbean ... Captain
Jack Sparrow (Johnny Depp) ...

Input Output
space space i
Retrieval

Task D-Connector
Question: .
who plays captain jack sparrow  — Q-Connector UniGen
in pirates of the Caribbean? A
)A nswer:
TQask Johnny Depp Answer
space

e Joint learning for GR and QA

“UniGen: A Unified Generative Framework for Retrieval and Question Answering with Large Language Models”. Li et al. [2023a]
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UniGen [ ]: Architecture

Iterative Retrieval and QA
Enhancement Strategy

Top-k
Documents

® A shared encoder and two distinct
decoders for GR and QA

I
l Answer

k

i Decode i

; | Retrieval QA

; ; Decoder Decoder

i o’q i/

I .T_ v 2 Shared Encoder
(Docids)

D-Connector Q-Connector
1 T i-th
E (& 1w | rozian
offline T

w Question

“UniGen: A Unified Generative Framework for Retrieval and Question Answering with Large Language Models”. Li et al. [2023a]
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Relevant Document:

Pirates of the Caribbean: Dead Man's
Chest s a 2006 American fantasy
swashbuckler film, _the second
installment of the “"Pirates of the
Caribbean™ film series and the
sequel (2003). It was directed by
Gore Verbinski, written by Ted Elliott

0 acquire the compass of Captain
Jack Sparrow|(Johnny Depp)]in a bid
to find the Dead Man's.

“Traditional Docids
Haazas
:

Hardto
(Cumicen | Cermjonay
Query Input:

Who plays captain jack sparrow in
pirates of the Caribbean?

(G]

Summarize  the
key _information
of the following
passage in about
{m} words.

Write a context
to the following
question

about {n) words.

D-Connector (DocID):

film, directed by Gore Verbinski. Its
the second installment in the film
series and_features Captain Jack
Sparrow [(Johnny Depp)| and Will
Turner (Orlando Blom) on a quest
to find the Dead Man's Chest.

Easierto
UniGen | Learn jointly

Q-Connector:

iconic pirate character in the Pirates
of the Caribbean film series, is
portrayed by actor Johnny Depp.
Depp's portrayal of the eccentric and
witty pirate has become one of his
most famous roles.

® Use LLMs to generate a query context
and document summary, serving as
bridges between query inputs,
documents, and answer outputs

“UniGen: A Unified Generative Framework for Retrieval and Question Answering with Large Language Models”. Li et al. [2023a]
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UniGen [ ]: Performance

DocT5query ANCE UniGen DocT5query ANCE UniGen
60 56.38 80 3 74.61
517 0 =
50 60.81
4293 60
s 40 s
=4 =4 50
= =
® 30 ® 40
E g
s 20 s 30
20
10 10
0 0
Sparse retrieval Dense retrieval Generative retrieval Sparse retrieval Dense retrieval Generative retrieval
MS MARCO Question Answering 100K NQ 100K

“UniGen: A Unified Generative Framework for Retrieval and Question Answering with Large Language Models”. Li et al. [2023a]
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CorpusLM |

P | frmrmim e . Greedy (i =i=. (imi=im cimi |
9 | D ID1-—> D Il)2|—> >
'_ Query ] CorpusLM: E ! ooct . _o_c _______ Lrank i -/
Question -deneration A Unified LM for All Tasks | ! Corresponding Answer > Lgon -, KnoWledge-Intensive/_,
| utilizing External Corpus | i ! Greed i Language Tasks I
Questi b ; > DocIDs > Refs > Answer > Lgg | ~ 77T
t | — Generative Retrieval: ; ;
Ak Ranking-oriented |
Pseudo Query tE b i ?}::':'alion DocID1 = DocID2 = «++ ===
Summary “) Q]B DocID1 - DocID2 > ==+ === L , T DocID P
---------------------- aux (7
DocID { RAG: Continuous Dc Summary > [_Jn:i .e?tf n:i zr:g _T afki 5
Lyl DocIDs-References-
DocID DocID1 = DocID2 = = =+ ===

® 3 unified language model that leverages external corpus to tackle various
knowledge-intensive tasks by integrating GR, closed-book generation, and RAG
through a unified greedy decoding process

“CorpusLM: Towards a Unified Language Model on Corpus for Knowledge-Intensive Tasks”. Li et al. [2024]
58



Limitations in large-scale corpus

® Existing GR models only perform well on artificially-constructed and small-scale

collections
® Zeng et al. [2024a] and Zeng et al. [2024b] introduced RIPOR and PAG, designed
to improve the performance of GR models for MS MARCO dataset, with 8.8M

passages.

It is necessary to explore the capacity of GR models to larger corpus

“Scalable and Effective Generative Information Retrieval”. Zeng et al. [2024a] & Planning Ahead in Generative Retrieval: Guiding Autoregressive

Generation through Simultaneous Decoding Zeng et al. [2024b]
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Reuvisit: Challenges of training approaches

® How to memorize the whole corpus effectively and efficiently?
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Reuvisit: Challenges of training approaches

® How to memorize the whole corpus effectively and efficiently?
m Multi-granularity enhanced document content
m Pre-training
m Listwise optimization

® How to learn heterogeneous tasks well within a single model?
m Pseudo query enhanced input

® How to handle a dynamically evolving document collection?

m Low computational and memory costs
m Maintaining the retrieval ability

60
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® A single identifier to represent a document:

m Constrained beam search with a prefix tree
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Roadmap of inference strategies

® A single identifier to represent a document:

m Constrained beam search with a prefix tree

m Constrained greedy search with the inverted index
e Multiple identifiers to represent a document

m Constrained beam search with the FM-index
m Scoring functions to aggregate the contributions of several identifiers



Single identifier: Constrained beam search with a prefix tree

® For docids considering order of tokens

BOS | e Applicable docids: Naively structured strings,
' semantically structured strings, product
quantization strings, titles, n-grams, URLs and
pseudo queries

Image source: De Cao et al. [2021]

“Autoregressive Entity Retrieval’. De Cao et al. [2021]



Single identifier: Constrained beam search with a prefix tree

® For docids considering order of tokens

BOS | e Applicable docids: Naively structured strings,
semantically structured strings, product

@ quantization strings, titles, n-grams, URLs and

pseudo queries

language REEE EOS ® Prefix tree: Nodes are annotated with tokens
from the predefined candidate set. For each
node, its children indicate all the allowed

continuations from the prefix defined traversing
the tree from the root to it

Image source: De Cao et al. [2021]

“Autoregressive Entity Retrieval’. De Cao et al. [2021]
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Single identifier: Constrained greedy search with the inverted index

® Applicable docids: Important terms

“Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines”. Zhang et al. [2023]
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Single identifier: Constrained greedy search with the inverted index

® Applicable docids: Important terms

® Inverted index table: Enable the generation in any permutations (unordered
docids) are constructed

® Generation process: The model is expected to produce docids of the highest
generation likelihood. At each step of generation, the terms from the inverted
index table which give rise to the top-K generation likelihood are greedily selected

“Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines”. Zhang et al. [2023]



Constrained beam search vs. Constrained greedy search

Constrained beam search {“whitt | house
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“Term-Sets Can Be Strong Document Identifiers For Auto-Regressive Search Engines”. Zhang et al. [2023]



Multiple identifiers: Constrained beam search with the FM-index

FM-index

carbon
Query: Autoregressive carbon
Causes of co2 increase language model carbon

dioxide
dioxit

dioxide which

emissions by

SEAL

® Applicable docids: N-grams based docids

Document
matching
the ngram

Constrained
generation

Carbon footprint

Carbon dioxide is released naturally by
decomposition, ocean release and
respiration. Humans contribute an
increase of carbon dioxide emissions
by burning fossil fuels, deforestation,
and cement production. Methane
(CHA) s largely released by coal, oil, and
natural gas industries. Although
methane is not mass-produced like
carbon dioxide, it is still very prevalent.

bon dioxide emissit by burning fossil fuels

“Autoregressive Search Engines: Generating Substrings as Document Identifiers”. Bevilacqua et al. [2022]




Multiple identifiers: Constrained beam search with the FM-index

FM-index Docurent Carbon footprint
matching
the ngram Carbon dioxide is released naturally by
decomposition, ocean release and
arbon o respiration. Humans contribute an

increase of carbon dioxide emissions
by burning fossil fuels, deforestation,
carbon atom and cement production. Methane
(CHA) s largely released by coal, oil, and
natural gas industries. Although

Autoregressive
language model

carbon dioxide

Query:

Causes of co2 increase

dioxide in ! )
methane is not mass-produced like
dioxide emissions carbon dioxide, it is still very prevalent.
dioxide which )
Constrained
generation
emissions by bon dioxide emissions by burning fossil fuels

SEAL

® Applicable docids: N-grams based docids

® FM-index: An index combining the Burrows-Wheeler Transform (BWT) with a
few small auxiliary data structures

“Autoregressive Search Engines: Generating Substrings as Document Identifiers”. Bevilacqua et al. [2022]



FM-index: N-gram level scores

Given an input query g, we obtain the weight of each predicted n-gram n:

P(nlq)(1 — P(n))>
P(n)(1—P(nlq)) )"

where P(n|q) is the probability of the generative model decoding n conditioned on g,

score(n, g) = max <O, log

and p(n) denotes the unconditional n-gram probability.

“Autoregressive Search Engines: Generating Substrings as Document Identifiers”. Bevilacqua et al. [2022]



N-gram level to document level scores

How to aggregate the contribution of multiple generated n-gram identifiers to its
corresponding documents?



Aggregation functions: SEAL | ]

The document-level rank score combines the n-gram level rank score score(n, q) and
coverage weight cover(n, K):

score(d, q) = Z score(n, q)* x cover(n, K),
neKd

where K denotes all the generated n-grams, K¢ is the subset of n-grams in K that
appear in d , « is a hyperparameter

“Autoregressive Search Engines: Generating Substrings as Document Identifiers”. Bevilacqua et al. [2022]



Aggregation functions: SEAL | ]

For docid repetition problem

® Coverage weight cover(n, K): Avoid the overscoring of very repetitive documents,
where many similar n-grams are matched

|set(n)\C(n, K)|

cover(n,K)=1-(3+p |set(n)|

9

where [ is a hyperparameter, set(n) is the set of tokens in n, and C(n, K) is the
union of all tokens in K with top-g highest scores

“Autoregressive Search Engines: Generating Substrings as Document Identifiers”. Bevilacqua et al. [2022]
10



Aggregation functions: MINDER [ ]

The document-level rank score: Sum of the scores of its covered docid

score(q,d) = Z P(iqlq),

ig€ly

where P(ig4|q) is the generated likelihood score of the docid iy of the document d. And
Iy denotes the docids generated for d

“Multiview ldentifiers Enhanced Generative Retrieval”.Li et al. [2023]
11



Inference efficiency: Memeory footprint

GTR-Base GenRet
1600
1430

1400

1200
igwoo - ® The memory footprint of the GR
> 800 model GenRet is smaller than that of
[] - .
£ 600 the traditional dense retrieval method
s .

400 GTR, e.g., 1.6 times

200

0
Dense retrieval Generative retrieval

MS MARCO 300K

Data source: Sun et al. [2023]
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Inference efficiency: Offline latency

GTR-Base GenRet
250
220

200
= 140 ® GenRet takes a longer time for offline
.= 150
% indexing, as the use of auxiliary
£ , L
= 100 models. GTR’s offline time
c .
E consumption comes from document
[

encoding
0
Dense retrieval Generative retrieval

MS MARCO 300K

Data source: Sun et al. [2023]
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Inference efficiency: Online latency

GTR-Base GenRet
25
1.97

2
o ® Compared with the traditional dense
£ retrieval model GTR, the GR model
g1 GenRet is faster, e.g., 12 times
5

0.5

0.16
0
Dense retrieval Generative retrieval

MS MARCO 300K

Data source: Sun et al. [2023]
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A look back

Constrglned bgam search ) - It cannot generate in an unordered
with prefix tree - Simple manner
A single (De Cao et al. 2021)
docid i
Conj\zrti'?s\?e?tr:;?:d?xamh - It can generate in any permutations | - It may require handling a significant
(Zhang et al. 2023) of docids amount of duplicate terms
. - It can store all the information of - It cannot generate in an unordered
Constrained beam search documents manner
. (Bemgngg/;';d%zz) - The contributions of multiple docids | - Complex construction
'\gu“_'g'e : comprehensively are considered - Complex aggregation functions
ocids
Scoring functi - The contributions of multiple docids
C?Lri”;?mu;oczé?ns comprehensively are considered - Depending on design
' - Simple aggregation functions




Revisit: Challenges of model inference

* How to generate valid docids?
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Revisit: Challenges of model inference

* How to generate valid docids?

m Constrained generation mechanism based on prefix tree, inverted index table or
FM-index

® How to organize the docids for large scale corpus?

m Exploiting the structured docid space

®* How to generate a ranked list of docids for a query?

m One-by-one generation based on likelihood probabilities

16
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Applications



A range of target tasks

Fact Verification

De Cao et al. 2021, Chen et al. 2022b, Open Domain QA Entlty Lmkmg
Chen et al. 2022a. Thorne et al. 2022 De Cao et al. 2021, Chen et al. 2022b, De Cao et al. 2021, Chen et al. 2022b,
: ! : ! Zhou et al. 2022, Lee et al. 2023 Lee et al. 2023

Lee et al. 2023

Knowledge-intensive language tasks



A range of target tasks
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A range of target tasks

Fact Verification
De Cao et al. 2021, Chen et al. 2022b,
Chen et al. 2022a, Thorne et al. 2022,
Lee et al. 2023

Open Domain QA

De Cao et al. 2021, Chen et al. 2022b,

Zhou et al. 2022, Lee et al. 2023

Entity Linking
De Cao et al. 2021, Chen et al. 2022b,
Lee et al. 2023

Multi-hop retrieval
Lee et al. 2022

Recommendation
Si et al. 2023, Rajput et al. 2023

Code retrieval
Naddem et al. 2022

Official site retrieval
Tang et al. 2023a

Industry retrieval tasks




How to adapt a GR model for a task?

® Docid design
® Training approach

® |nference strategy



Knowledge-intensive language tasks

KILT

Image source

Slot Filling

Star Trek [SEP) creator

Gene Roddenberry

17157886-1 2SRE —
Open Domain QA

When did Star Trek go off the air
June 3,1969

17157886-5 NQ

Which Star Trek star directed Three Men
and a Baby?

K I LT Knowledge source:
5.9 Million Wikipedia pages

Dialogue

Iam a big fan of Star Trek, the American

Star Trek 171575

Star Trek is an American media franchise based on the science fiction

television series created by Gene T[] It followed the interstellar
adventures of Captain James T. Kirk (William Shatner) and his crew aboard

the starship USS "Enterprise”, a space exploration vessel built by the United

Federation of Planets in the 23rd century. > The "Star Trek" canon includes

"The Original Series", an animated series, five spin-off television series, the

film franchise, and further adaptations in several media.®

] The original 1966-69 series featured William Shatner as Captain James T.
irk, Leonard Nimoy” as Spock, DeForest Kelley as Dr. Leonard "Bones"
McCoy, James Doohan as Montgomery "Scotty" Scott, Nichelle Nichols as
Uhura, George Takei as Hikaru Sulu, and Walter Koenig as Pavel Chekov.
During the series’ first run, it earned several nominations for the Hugo Award
for Best Dramatic Presentation, and won twice. |...
NBC canceled the show after three seasons; the last

June 3, 19¢ 1

inal episode aired on

Leonard Nimoy

17157886-4, 596639-7 TQA

‘Treklanta (formerly “TrekTrax Atlanta") is
an annual convention for what American
science fiction media franchise?

Star Trek

17157886-1, 28789994-6 HoPo

Three Men and a Baby %795%9

Three Men and a Baby is a 1987 American comedy film directed by Leonard

Nimoy'
Travis.

and starring Tom Selleck, Steve Guttenberg, Ted Danson and Nancy

Treklanta *759%%

Treklanta is an annual "Star Trek" convention based in Atlanta, Georgia that
places special emphasis on fan-based events, activitics, programming and

productions.® [..]

y
1don't know much about it. When did the
first episode air?

It debuted in 1996 and aired for 3
seasons on NBC.

What s the plot of the show?

William Shatner plays the role of Captain
Kirk. He did a great job.

17157886-2 Wow
Fact Checking

Star Trek had spin-off television series.
Supports

17157886-3 FEV

Entity Linking

[..]Currently the site offers five movie
collections ranging from $149 for 10
(START_ENT]Star Trek [END_ENT]films,
10 $1125 for the eclectic Movie Lovers’
Collection of 75 movies. [..]

Star Trek

17157886 CnWn


https://github.com/facebookresearch/KILT/tree/main

KILT example: GENRE [

Superman saved From 1905 to 1985 Owhango had a

[START] Metropolis [END] [START] railway station [END]

1 Metropolis (comics) 1 Owhango railway station
2 Metropolis (1927 film) 2 Train station
3 Metropolis-Hasting algorithm 3 Owhango

(a) Type specification. (b) Composing from context.

Which US nuclear reactor had

What is the capital of Holland? a major accident in 19797

1 Netherlands 1 Three Mile Island accident
2 Capital of the Netherlands 2 Nuclear reactor
3 Holland 3 Chernobyl disaster
(d) Entity normalization. (e) Implicit factual knowledge.

“Autoregressive Entity Retrieval’. De Cao et al. [2021]

won o

woN

[START] Farnese Palace [END]

is one of the most important
palaces in the city of Rome

Palazzo Farnese
Palazzo dei Normanni

Palazzo della Farnesina

(c) Translation.

Stripes had Conrad Dunn

featured in it

Conrad Dunn
Stripes (film)
Kris Kristofferson

(f) Exact copy.

Entity retrieval: Entity
disambiguation, document
retrieval, and etc

Corpus: Wikipedia
Input: Query

Output: Destination/
relevant pages’ title



KILT example: GENRE [ ]

® Docid: Titles
® Training: MLE objective with document-title and query-title pairs

® Inference: Constrained beam search with a prefix tree

“Autoregressive Entity Retrieval’. De Cao et al. [2021]



KILT example: GERE [ ]

® Fact verification: Verify a claim using multiple evidential sentences from
trustworthy corpora

m Input: Claim
m Output: Support/Refute/Not enough information

SUPPORT
REFUTE
NEI

Claim
Verification

Document

CLAIM 4
Retrieval

Ll L

---------------------------------------------------



KILT example: GERE [

) Candidate Sentences ° . .
Dell;i(t)l:er '@ Eia Docid: Titles | | |
— ® Training: MLE objective with

\ ) Knowledge Source
claim-title and claim-evidence pairs

® |Inference: Constrained beam search
s B I
with a prefix tree
—> _—
—

“GERE: Generative evidence retrieval for fact verification”.Chen et al. [2022]



Multi-hop retrieval |

VN Guido Caldarelli (born in Rome on 8 April 1967) is an

Aldo Pontremoli (19 January 1896 - 25 May 1928)
[ was an Italian- physicist who held a chair of
- Seven Brief Lessons |

on Physics was 7\ = L4 MUIt|—hOp retrieval

written by an Italian | ‘ . F . '
\e physicistythat has\ ‘ Carlo Rovelli (born 3 May 1956) is an Italian

worked in France
since what year? |

m One needs to retrieve multiple

/

documents that together provide

(4 Seven Brief Lessons on Physics (Italian: "
) i book by the Italian physicist Carlo Rovelli. Originally .. .
© published in Italian in 2014, the book has been sufficient evidence to answer the
X translated into 41 languages:**
o query

D,q: Seven Brief
Lessons On
Physics

() m Previously retrieved items are

Dg: Carlo Rovelli

appended to the query while

Seven Brief Lessons
on Physics is a
short book by the
Italian physicist
Carlo Rovelli -

Carlo Rovelli -+ has
worked in Italy, the
United States and

since 2000, in
France -

iterating through multiple hops

Image source: Memory enhances ChatGPT performance in multi-hop QA

“Generative multi-hop retrieval”.Lee et al. [2022]
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https://deeppavlov.ai/research/tpost/bgcdm62jx1-memory-enhances-chatgpt-performance-in-m

Multi-hop retrieval |

Bi-Encoder Retrieval (BE) Generative Multi-hop Retrieval (GMR) o Docid Word_based answer
| —sanesr
e e * DG ¢ Jointly training:
TR e ] 1] ey ) _
“ D] | [roer[saan - m Indexing: Randomly select the first
m words of the document as input
1 . and predict the remaining words with
owy§ [ m-vy? ] g MLE
Hop1 [ ] .
hopt [ o e S vt Outout @ m Retrieval: Learn pseudo
P ‘ Dle Ahaner Siuwdntzt ara Skl Buosband . paying Skifle-Blues” Hop2 Output @)
e | query-answer pairs with MLE

® Inference: Constrained beam search
with a prefix tree

“Generative multi-hop retrieval”.Lee et al. [2022]
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Item recommendation |

® Sequential recommendation: Help users discover content of interest and are
ubiquitous in various recommendation domains
m Input: User history
m Output: Next item docid

i s
Laptops Desks N S I
, . ! & ,
P N | G !
Phal P4 B L | !
‘ o M ! i
~ & ! | Trends of
= o ¥ N
- Z = ﬁ : :
= ! !
5 < i \g‘ 1
= Timeline
g 1 week ago 1 day ago 1 hour ago Recommended items
g
]
£

12



Item recommendation |

ItemID | Title | Description | Categories = Brand Semantic ID ) Docid . P rod UCt q ua ntlzatlon Strl ngs

® Docid training: Train a

residual-quantized variational

autoencoder model with a docid

Content
Encoder

Item Content Information

Quantization

reconstruction loss and a multi-stage

quantization loss

“Recommender Systems with Generative Retrieval”.Rajput et al. [2023]
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Item recommendation |

Next hem

/—Aﬁ
m—

Encoded Cortext
( Bidirectional Transformer Encoder W:;}( Transformer Decoder

! Pt tort I N

Item 233 tem 15
Semantic ID=(5,23,55) Semantic D = (5,25, 78)
J—

Item Interaction History of User

“Recommender Systems with Generative Retrieval”.Rajput et al. [2023]

® Recommendation training
m Construct item sequences for every
user by sorting chronologically the
items they have interacted with
m Given item sequences, the model is
to predict the next item with MLE

® |nference: Beam search

14



Code retrieval |

e Code retrieval: A model takes natural language queries as input and, in turn,
relevant code samples from a database are returned

m Input: Query
m Output: Relevant code samples

i

Input Machine Output

learning
‘Code for a bot to model trained
monitor prices of on code

Pokémon cards'

N

Image source: Al Code Generation Models: The Big List

15
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Code retrieval |

CodeDSI
Docid Code Sample
Docl82 | *def evenNumbers(n):
return [ifor iin
range(1,n.2)"

“List of all even numbers
from 1-n"

“Find day given month
and..”

DECODER
I Doc290 | *def getDay(month,n): ...

® Docid: Naively structured strings/ semantically structured strings

® Training: Standard indexing loss with code-docid pairs and retrieval loss with
query-docid pairs

¢ Inference: Beam search

“CodeDSI: Differentiable Code Search” .Nadeem et al. [2022]
16



Official site retrieval [

apple X 9

Apple - E
iPhone, Apple Watch, Mac, iPad B AirPods %. ZENEIFTE24IA% BN, %X HHHIER

& site URL: apple.com.cn
iPhone 15 Pro iPhone 15 Series 9 Watch SE
& Apple (1) 2023-10 Qe

e Official sites: Web pages that have
Apple (EAR) - B €2

Apple Watch Series 9 &HERIAL MIZSMEN ., #—25 T RWE iPad Pro bee no pe ra ted by un |Ve rSIt | es ,

SEBENNRE #— THRIIKL Apple Watch Ultra 2 BFHETHEE H—5 T
BRYIE MacBook Air 153~ B447),E4 8.

pu——t departments, or other administrative

apple - EEFHNE
Rz

Alep] @ ®  Hlep) B O

n. R,

[#145)] Have an apple to keep you going till dinner time. [}
T PRSI T .

[Hftt] £ apples

BTESEE B Rl THEEmEAPP

units

fanyi.baidu.com

“Semantic-Enhanced Differentiable Search Index Inspired by Learning Strategies”. Tang et al. [2023]
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Official site retrieval [

Query apple.comcn = = = = ==

Site information v

& web pages apple.com.cn o
Encoder —> Decoder anked list
Passage-level

apple.com.cn

web pages 1. apple.com.cn
Sentence-level SE-DSI apple.comicn 3,
web pages
Rehearsal Contents Site URLs

® Docid: Unique site URLs
¢ Jointly training:
m Indexing: Learn site information (site name/ site domain/ ICP record) - docid pairs,
web pages-docid pairs, and important web pages-docid pairs with MLE
m Retrieval: Learn query - docid pairs with MLE
® Inference: Constrained beam search with a prefix tree

“Semantic-Enhanced Differentiable Search Index Inspired by Learning Strategies”. Tang et al. [2023]
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Overall performance

Data source: papers mentioned above

Tasks GR metho_d & Retrieval Memory Inference time
(Datasets) DR baseline performance cost
KILT GENRE 83.6 RP vV 21GBV -
(Wikipedia) DPR+BERT 729 RP 70.9GB -
Fact Verification- GERE 843PV - 5.35ms v
Document retrieval
(FEVER) RAG 62.17 P - 13.89ms
Multi-hop retrieval GMR 525F1V 295GB Vv -
(EntailTree & HotpotQA) ST5 16.9 F1 15.81GB -
Sequential d TIGER 1.81 nDCG@5 v/ - -
(Sports and Outdoors) S3-Rec 1.61 nDCG@5 - -
Code retrieval CodeDS| 90.4 Acc v - -
(CodeSearchNet) CodeBERT 89.8 Acc - -
Official site retrieval SE-DSI +42.4 R@20 vV -31 times v/ -2.5 times v/
(Industry online data) DualEnc - - -
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Overall performance

Tasks GR metho_d & Retrieval Memory Inference time
(Datasets) DR baseline performance cost
KILT GENRE 83.6 RP vV 21GBV -
(Wikipedia) DPR+BERT 729 RP 70.9GB -
Fact Verification- GERE 843PV - 5.35ms v
Document retrieval
(FEVER) RAG 62.17 P - 13.89ms
Multi-hop retrieval GMR 525F1V 295GB Vv -
(EntailTree & HotpotQA) ST5 16.9 F1 15.81GB -
Sequential dation TIGER 1.81 nDCG@5 v/ - -
(Sports and Outdoors) S3-Rec 1.61 nDCG@5 - -
Code retrieval CodeDS| 90.4 Acc v - -
(CodeSearchNet) CodeBERT 89.8 Acc - -
Official site retrieval SE-DSI +42.4 R@20 vV -31 times v/ -2.5 times v/
(Industry online data) DualEnc - - -

The performance of current GR methods can only compete with part of dense retrieval
baselines, but still falls short compared to full-ranking methods

Data source: papers mentioned above
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Applications: limitations

® The current performance of GR can only be compared to the index-retrieval stage
of certain dense retrieval methods

® Generalizing to ultra-large-scale corpora remains a challenge

® How to adapt to the significant dynamic changes in large-scale corpora for online
applications

20



Section 7:
Challenges & Opportunities



Tutorial summary

Definition & preliminaries

Generative retrieval: docid design

m Single docids: number-based and word-based identifiers
m Multiple docids: single type and diverse types

Generative retrieval: training approaches

m Stationary scenarios: supervised learning and pre-training
m Dynamic scenarios

Generative retrieval: inference strategies

m Single docids: constrained greedy search, constrained beam search and FM-index
m Multiple docids: aggregation functions

Generative retrieval: applications

21



Pros of generative retrieval

Information retrieval in the era of language models

22
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® The semantic-level association extending beyond mere signal-level matching
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Pros of generative retrieval

Information retrieval in the era of language models

® Encode the global information in corpus; optimize in an end-to-end way
® The semantic-level association extending beyond mere signal-level matching
e Constraint decoding over thousand-level vocabulary

® |nternal index which eliminates large-scale external index

22



Cons of generative retrieval: Scalability

® | arge-scale real-word corpus

m Current research can generalize from corpora of hundreds of thousands to millions
m How to accurately memorize vast amounts of real complex data?
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Cons of generative retrieval: Scalability

® | arge-scale real-word corpus
m Current research can generalize from corpora of hundreds of thousands to millions
m How to accurately memorize vast amounts of real complex data?
® Highly dynamic corpora
m Document addition, removal and updates
m How to keep such GR models up-to-date?
m How to learn on new data without forgetting old ones?
® Multi-modal/granularity/language search tasks

m Different search tasks leverage very different indexes
m How to unify different search tasks into a single generative form?
m How to capture task specifications while obtaining the shared knowledge?

® Combining GR with retrieval-augmented generation (RAG)
m How to integrate GR with RAG to enhance the effectiveness of both?

23



Cons of generative retrieval: Controllability

For an issue, it is often unclear what modeling knobs one should turn to fix the
model’s behavior
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Cons of generative retrieval: Controllability

For an issue, it is often unclear what modeling knobs one should turn to fix the
model’s behavior

® [nterpretability
m Black-box neural models

m How to provide credible explanation for the retrieval process and results?
® Debuggable

m Attribution analysis: how to conduct causal traceability analysis on the causes, key
links and other factors of specific search results?

m Model editing: how to accurately and conveniently modify training data or tune
hyperparameters in the loss function?

® Robustness

m When a new technique enters into the real-world application, it is critical to know not
only how it works in average, but also how would it behave in abnormal situations

24



Cons of generative retrieval: User-centered

Searching is a socially and contextually situated activity with diverse set of goals and
needs for support that must not be boiled down to a combination of text matching and
text generating algorithms [Shah and Bender, 2022]

Source: [Shah and Bender, 2022]
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Cons of generative retrieval: User-centered

Searching is a socially and contextually situated activity with diverse set of goals and
needs for support that must not be boiled down to a combination of text matching and
text generating algorithms [Shah and Bender, 2022]

® Human information seeking behavior
® Transparency

® Provenance

® Accountability

Source: [Shah and Bender, 2022]
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Cons of generative retrieval: Performance

The current performance of GR can only be compared to the index-retrieval stage of
traditional methods, and it has not yet achieved the additional improvement provided
by re-ranking

26



® (Closed-book: The language model is the only source of knowledge leveraged
during generation, e.g.,
m Capturing document ids in the language models
m Language models as retrieval agents via prompting
® Open-book: The language model can draw on external memory prior to, during
and after generation, e.g.,

m Retrieve-augmented generation of answers
m Tool-augmented generation of answers

27



Cater for long-term effects

® How to combine the short-term relevance goal with long-term goals such as
diversity

Source: [Deffayet et al., To appear, Zhou et al., 2023]
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Address needs of interactive environments

® Interactive systems must operate under high degrees of uncertainty
m User feedback, non-stationarity, exogenous factor, user preferences, ...

Source: [Deffayet et al., To appear, Zhou et al., 2023]
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Cater for long-term effects

® How to combine the short-term relevance goal with long-term goals such as
diversity

Address needs of interactive environments

® Interactive systems must operate under high degrees of uncertainty
m User feedback, non-stationarity, exogenous factor, user preferences, ...

Searching/recommending slates of items

¢ Interface of many search/recommendation platforms requires showing
combinations of results to users on the same page

o Different combinations may lead to different short vs. long-term outcomes

Source: [Deffayet et al., To appear, Zhou et al., 2023]

® Problem thus becomes combinatorial in nature, intractable for most applications
28



Resources and sharing

Sharing more than code

® Models

Reducing compute resources

29



Re-invent information retrieval in the age of large language models!

30



Q&A
Thank you for joining us today!

All materials are available at


https://ecir2024-generativeir.github.io/
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