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Interactive Machine Learning and Applications

» Interactive Machine Learning (IML) is the core of Artificial Intelligence (Al).

CHATGPT

@OpenAI

(1) Recommender Systems (2) Robot Learning (3) Language Model
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Sequential Decision-Making: Bandits Formulation

» Many IML scenarios can be formulated as sequential decision-making.
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Sequential Recommendation: Bandits Formulation

» Sequential Recommendation:
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1. Ernst, Damien, and Arthur Louette. "Introduction to reinforcement learning." 2024.

2. Fails, Jerry Alan, and Dan R. Olsen Jr. "Interactive machine learning." Proceedings of the 8th international conference on Intelligent user interfaces. 2003.
3. Teso, Stefano, and Kristian Kersting. "Explanatory interactive machine learning." Proceedings of the 2019 AAAI/ACM Conference on Al, Ethics, and Society. 2019.

=




Sequential Recommendation: Objective

Goal: Maximize ZIE[rt,it] Or Minimize Z(E[rm;] — E[r;,]), where i; = arglrg[a%IE[rt,i].

Round t:
1 Tt,l rt,Z T‘t,3 rt 4 Tt,K
2 .
o €CosrTco Publix MEIJER | | Walmart
B =—WHOLESALE . Save money. Live better.
Rec. Sys Arm 1 Arm 2 Arm 3 Arm 4 -+ Arm K

Choose Arm i;,, Observe 7t,;

-7 - 1. Ernst, Damien, and Arthur Louette. "Introduction to reinforcement learning." 2024.




Exploration

2)

Exploitation: Exploration:
Exploit past data or observations. VS Explore new knowledge for long-term benefit.

E.g., estimation by a greedy model E.g., take uncertain actions

-8- 1. Slivkins, Aleksandrs. "Introduction to multi-armed bandits." Foundations and Trends® in Machine Learning 12.1-2 (2019): 1-286.




Exploitation VS Exploration in Sequential Recommendation

» Dilemma of exploitation and exploration is a fundamental problem in sequential decision-

making.
Can you tell - ~—
me a joke? Which one to pick ?
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1. Slivkins, Aleksandrs. "Introduction to multi-armed bandits." Foundations and Trends® in Machine Learning 12.1-2 (2019): 1-286.




Advantages of Bandit-based Methods 4)
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-10 - 1. Ban, Yikun, and Jingrui He. "Local clustering in contextual multi-armed bandits." WWW 2021.
2. Gao, Chongming, et al. "Alleviating matthew effect of offline reinforcement learning in interactive recommendation." ICLR 2023.
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Neural Contextual Bandits: Roadmap

Fundamental Exploration
« Upper Confidence Bound

« Thompson Sampling ‘
 Exploration Network

Efficient Exploration

e Neural Linear UCB

e Neural Network with Perturbed Reward
« Inverse Weight Gap Strategy

-12 -




Background

» Popular existing exploration strategies.

QO e-greedy: With probability 1 — €, greedily choose one arm according to history;
Otherwise, choose an arm randomly.

3. ~
coe Which one to pick ?

*'%1 B3 B g =

Can you tell
me a joke?

XD Classic Classic Classic New New
Joke1 Joke2 Joke3 Joke 1 Joke 2
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User @ ChatGPT ‘ , ’ —
Exploitation Exploration

-13 - 1. Slivkins, Aleksandrs. "Introduction to multi-armed bandits." Foundations and Trends® in Machine Learning 12.1-2 (2019): 1-286.




Background

» Popular existing exploration strategies.

QO e-greedy: With probability 1 — €, greedily choose one arm according to history;
Otherwise, choose an arm randomly.

a Upper Confidence Bound [1]:

UCB |mm==-

LB N N | —

- — Arm 3 ‘
Arm 1 O — } Reward estimation f(X;;) @ = Confidence Interval

T (Uncertainty)

Arm 2 ‘ —

LB

-

I . .. —

Learner (Model)

-14 - 1. Slivkins, Aleksandrs. "Introduction to multi-armed bandits." Foundations and Trends® in Machine Learning 12.1-2 (2019): 1-286.




Linear Bandits: Joint Problem Definition

In round t: A useris serving

Arm 1 Arm 2 Arm Kk
J Arm Pool: CEm Publix Walmart d-dimensional Feature Vector

Xt 1 Xt,2 Xt k

|
4"

‘ 1
v
User Preference Vector

d User Pool: e d-dimensional Preference Vector (Unknown)
6
4 Reward: Te1 Tt,2 Ttk Linear reward function

/ Noise, v-sub-Gaussian
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15 1. Chu, Wei, et al. "Contextual bandits with linear payoff functions." AISTATS 2011.
- ~ 2. Li, Lihong, Wei Chu, John Langford, and Robert E. Schapire. "A contextual-bandit approach to personalized news article recommendation.” WWW 2010.




Linear Bandits: Disjoint Problem Definition

In round t: A useris serving
Arm 1 Arm 2 Arm Kk
O Arm Pool: Cgm Publix .. | Walmart
Xt 1 Xt,2 Xt k
Us'er 1 User 2 User n
1 User Pool: e G
01 0, O
v
d Reward: T 1 Tt o Tt k

Given User j, rt,i = QJTxt,i + nt,i’

d-dimensional Feature Vector

d-dimensional Preference Vector (Unknown)

Linear reward function

/ Noise, v-sub-Gaussian
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1. Chu, Wei, et al. "Contextual bandits with linear payoff functions." AISTATS 2011.

2. Li, Lihong, Wei Chu, John Langford, and Robert E. Schapire. "A contextual-bandit approach to personalized news article recommendation.” WWW 2010.




Linear UCB: Algorithm

AR

Joint Linear Models

Confidence Interval: Estimated by Ridge Regression
|’Ft,a . x;l:ae*l < (a 4 1)3t,a- \\K)Ar t=1,2,3,...,T do -Auserisseningin each round
0 < A7Mh (Item 1) (Item 2) ---
Estimated Expected Reward -———

Observe K features, x41,%t 2, , %k € R?
fora=1,2,...,K do

Estimati = Arm
stimation @ Pia & 0] x4 4 + a\/xtT,aA_lxt,a {Computes
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17 1. Chu, Wei, et al. "Contextual bandits with linear payoff functions." AISTATS 2011.
- ~ 2. Li, Lihong, Wei Chu, John Langford, and Robert E. Schapire. "A contextual-bandit approach to personalized news article recommendation.” WWW 2010.




Linear UCB: Regret Analysis

» Confidence Interval: Estimated by Ridge Regression > Regret Upper Bound

With high probability,
Pra — Ty 00| < (@ +1)s¢. O \/Td In* (KT In(T)/6)

where

— T —1
St,a —_ \/wt,aAt xt,a 6 R+

The Number of Rounds

A T p*
Tt a — xt,GH
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18 1. Chu, Wei, et al. "Contextual bandits with linear payoff functions." AISTATS 2011.
- ~ 2. Li, Lihong, Wei Chu, John Langford, and Robert E. Schapire. "A contextual-bandit approach to personalized news article recommendation.” WWW 2010.




Neural Bandits: Problem Formulation

In round t:
Arm 1 Arm 2 Arm Kk
d Arm Pool: CEm Publix Walmart d-dimensional Feature Vector
Xt,1 Xt,2 Xtk
Y v a7

User Preference Vector

d User Pool: e Preference Function (Unknown)
h

g v T

4 Reward: Tt T2 Ttk General reward function (Linear/Non-Linear)

~ Sub-Gaussian Noise

7
Tti = h(xt,i) + ¢

-19 - 1. Zhou, Dongruo, Lihong Li, and Quanquan Gu. "Neural contextual bandits with ucb-based exploration." ICML 2020.




Neural Tangent Kernel

> A sufficiently wide neural network behaves like a linearized model governed by the derivative
of network with respect to its parameters (Gradient).

© 0® mapl o & T Neural Tangent Kernel
00 © :'-.--O' kernel _-_:::'_.
Jeodmen s T N[
SPEETE M RUATOE ST S O(z,a';0) = Vo f(x;0) - Vo f(a';6).
o %0 8§08 262>

https://www.geeksforgeeks.org/major-kernel-functions—in-support-vector-machine-svm/

» With near-infinite width, Neural network behaves like a kernel |
predictor with Neural Tangent Kernel (NTK)
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-20 - 1.

Jacot, Arthur, Franck Gabriel, and Clément Hongler. "Neural tangent kernel: Convergence and generalization in neural networks." NeurlPS 2018.
2. Allen-Zhu, Zeyuan, Yuanzhi Li, and Zhao Song. "A convergence theory for deep learning via over-parameterization." ICML 2019.




Neural UCB: Method

=1 U

— O f(x;0) = \/RWL(I(WL—N( e U(Wlx))>

input layer
hidden layer 1 hidden layer 2

—— ...

1

mean variance

Compared with LinUCB (Li et al. 2010)

A

—1
Ut g = (Xt,a, 0t—1>j+7t—1 \/XZGZ _1Xta

N 7

v~
mean .
variance

- 21 - 1. Zhou, Dongruo, Lihong Li, and Quanquan Gu. "Neural contextual bandits with ucb-based exploration." ICML 2020.




Neural UCB: Workflow

» In each round, a user is serving

W arrmme (o)
fort=1,...,7 do /‘ ’
Observe {x; 4} £ -
t.afa—1 Exploration
fora =1,..., K do Exploitation

Compute Ut o = f(Xt,a;0t—1) + V-1 \/g(xt,a; 0:-1)TZ; ' g(Xt,0501—1)/m
Let a; = argmaxX,c g Ut.a

end for

Play a; and observe reward Tt,a, Similar to Linear Regression
Compute Z; = Z;_1 + g(X¢.4,; Bt_l)g(xt’at;et_l)-r/m/

Let ; = TrainNN(\, 7, J,m, {X; o, }i_1, {7i.a, }i_{, 00) —— Train Neural Networks
Compute

Confider

1ce Radius

det Z
V= \/1 + Cym~—1/6\/logmLAt7/6\=7/6 . (V\/log =% Com—1/6,/log mLAt5/3X\=1/6 — 21log § + \/XS)
e

+ (A + CstL) [(1 —mA) 2N+ m Y6\ flogmLT/25/3 053 (1 + \/t/)\)J .

| J
|

end for

Neural Function Approximation Error

-22 -
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Neural UCB: Regret Analysis

> Definition of NTK Matrix on all observed
contexts of T rounds.

() ()
Hg,j) = 2’5,} —_= <Xz, ){j>7 Ag,; = ( ) ’§> ,

I+1
EE,J ) == 2E(U,U)NN(O,AS;) [J(U’)O(U)] )

rr(l+1 rr I+1
H{ Y = 2HE ) voam) [0/ (o' )] + S,

Then, H = (H®) + () /2 is called the neural tangent
kernel (NTK) matrix on the context set.

\ J
I

» Analyze dynamics of gradient and NTK
regression.

Assumption: H > )\gl.

» Satisfied if no two observed arm contexts are parallel.

Lemma: When neural network is wide enough,

: : . Linear function w.r.t. Gradient
h(xl) = <g<xz3 90)7 0" — HO>7

\/EHH* — 90”2 <V 2hTH_1h, (51)
for all i € [T K].

-23 -
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Jacot, Arthur, Franck Gabriel, and Clément Hongler. "Neural tangent kernel: Convergence and generalization in neural networks." NeurlPS 2018.
2. Zhou, Dongruo, Lihong Li, and Quanquan Gu. "Neural contextual bandits with ucb-based exploration." ICML 2020.




Neural UCB: Regret Analysis

Assumption: H > )\gl. Vm||0* — 6p)|> < V2hTH-1h,
S = V2hTH-'h
Satisfied if no two contexts in {x* 33{ are parallel. o log det(I + H/\)
h(x') = (g(x";60),0" — 6y, log(1 +TK/A)

Theorem

LInUCB:  Let h = [h(x")]ZK e RTK. Set J = O(TL/\),
O(dvT) n=O0((mTL+m\™") and S = 2vVhTH-1h. Under the
overparameterized setting (m > 1), with probability at least 1 — 6,

Upper Bound of Neufal Parameters
~ ~ ~ N
Ry = O(\/ dT\/maX{d,\SQ}).

Effective dimension in NTK Space

v

- 24 - 1. Zhou, Dongruo, Lihong Li, and Quanquan Gu. "Neural contextual bandits with ucb-based exploration." ICML 2020. E



Neural UCB: Empirical Evaluation

» NeuralUCB uses neural networks for exploitation, and gradient to explore.

> NeuralUCB achieve 0(+T) regret upper bound, similar to LinearUCB.

» NeuralUCB generally outperforms linear contextual bandits.

16001 — LinucB
1400 4+ —— KernelUCB
BootstrappedNN
1200 A
—— Neural e-Greedyy
, 10007 —— NeuralUCBg
Q
§ 800 4 —— Neural e-Greedy
o
6001 — NeuraluCB

400 -

=

0 2000 4000 6000 8000 10000
Round

200 -

-25 - 1. Zhou, Dongruo, Lihong Li, and Quanquan Gu. "Neural contextual bandits with ucb-based exploration." ICML 2020.




Thompson Sampling

» Popular existing exploration strategies.

QO e-greedy: With probability 1 — €, greedily choose one arm according to history;
Otherwise, choose an arm randomly.

Q Upper Confidence Bound.
O Thompson Sampling:

N
/{\ f(x¢;) Reward Estimation
/ \\ = '
O 4N O -
Arm 3 v Standard Deviation
@

Arm 1 L J :
! (Uncertainty)

Arm 2 Draw from D(f,v)

E.g., normal distribution

Learner (Model)

- 26 -

1.
2. Zhang, Weitong, et al. "Neural thompson sampling." ICLR 2021.

Zhou, Dongruo, Lihong Li, and Quanquan Gu. "Neural contextual bandits with ucb-based exploration." ICML, 2020.




Linear Thompson Sampling

Reward Distribution (Gaussian Prior)

| Estimated User Preference

forallt=1,2,...,do Y
Sample /() from distribution N/ (,u, v?B71).
Play arm a(t) := arg max; b; (t)T[L(t) and observe
reward 7;. Sampled Reward

Update B = B + ba(t)(t)ba(t)(t)T, f = f+

ba(t)( )’I”t, = B 17
User Preference Parameter (Unknown) end for ™S Estimated By Ridge Regression
N i) s %) -
/ =
Arm context O
Arm O = Confidence Interval

LB N N | —

-27 - 1. Agrawal, Shipra, and Navin Goyal. "Thompson sampling for contextual bandits with linear payoffs." ICML 2013.




Neural Thompson Sampling

Reward Distribution (Gaussian Prior)

N(h(xer),v?)

Expected Reward and Variance

Arm

Estimated Distribution:

N(f(x¢5;0t—1), V2Ui?,k-)

'/‘0
A
;.;.

s
b
0§

output layer

input layer
hidden layer 1 hidden layer 2

-28 -

1. Zhang, Weitong, Dongruo Zhou, Lihong Li, and Quanquan Gu. "Neural thompson sampling." ICLR 2021.




Neural Thompson Sampling

» In each round, a user is serving

fort=1,.--- ,Tdo __Karms

for i = 1 ....... Hdo Similar to Linear Regression
L :P\ gT(Xt 5:0:-1) Uy g{zgg_@_,_gf___l_z_/j_v}_- ______________
Sample estimated reward 7,1, ~ N (f (X¢,k; 6 ) 207, |

endfor T Mean Variance

Pull arm a; and receive reward r; ,,, where a; = argmax, r¢ 4

Set 6; to be the output of gradlent descent for solving (2.3)

U = Uit + (Xt 00)8(Xt,0:;00) ' /0

end for

Compared to NeuralUCB: Uta = f(Xt.0;0i-1) + vt_lf.\/g(xt,a;et_l)Tz;_llg(xt,a;et_l)/m

-29 -

1. Zhang, Weitong, Dongruo Zhou, Lihong Li, and Quanquan Gu. "Neural thompson sampling." ICLR 2021.




Neural Thompson Sampling

—f— NeuralucB
35001 —+— NeuralTS

12001 4000
3000 4 1000

3000 4
800

Total Regret
N
w
(=]
=)
Total Regret
Total Regret

600 4 2000 4

i

2000 4 400 4

P 1000 1 N
1500 4 ‘ - 2001
0 200 400 600 800 1000 0 200 400 600 800 1000 0 200 400 600 800 1000
Reward Delay Reward Delay Reward Delay
(a) MNIST (b) Mushroom (c) Shuttle

» NerualTS and NeuralUCB have similar performance when network is trained every
iteration.

» NeuralTS is more robust than NeuralUCB when network is trained in batch. ucB

LB N N | —

» NeuralTS introduces more robustness in exploration.

TS ——— —

-30 - 1. Zhang, Weitong, Dongruo Zhou, Lihong Li, and Quanquan Gu. "Neural thompson sampling." ICLR 2021.




EE-Net: Background

» UCB-based and TS-based exploration highly rely on large-deviation-based statistical
confidence interval.

U Ideal scenario:
@ Expected reward @® Estimated Reward

e - - r ————

O 50% Pr
—_— () And —_— O
O 50% Pr

—
s - ————

Symmetric

-31 - 1. Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.
2. Ban, Yikun, et al. "Neural Exploitation and Exploration of Contextual Bandits." JMLR 2024.




EE-Net: Motivation

» UCB-based and TS-based exploration highly rely on large-deviation-based statistical
confidence bound.

4 In practice, may be: @ Expected reward @® Estimated Reward

— -

O 80% Pr
== ==
O And O
et 0 :| 20% Pr
Asymmetric
—=@ ] 10%FPr — ———
O And @
) 1 e 90% Pr

e .

-32 - 1. Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.
2. Ban, Yikun, et al. "Neural Exploitation and Exploration of Contextual Bandits." JMLR 2024.




EE-Net: Motivation

J Because we cannot make accurate prediction on a subset of data.

> . Fill the between expected reward and estimated reward.

~@ h(x;) Expected reward

Gap

—@® fi(xe;;60Y) Estimated reward

-33 - 1. Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.
2. Ban, Yikun, et al. "Neural Exploitation and Exploration of Contextual Bandits." JMLR 2024.




EE-Net: Exploration Direction

> “Upward” exploration and “downward” Exploration.

@® Ai(x:;) Expected reward ® f(x.;0!) Estimation

- @ h(x) - @ fi(x;0M

Positive Potential gain = \ Negative Potential gain =

=@ fi(x; 0 - @ h(x)
Case 1: Upward Exploration Case 2: Downward Exploration
Underestimation Overestimation

-34 - 1. Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.
2. Ban, Yikun, et al. "Neural Exploitation and Exploration of Contextual Bandits." JMLR 2024.




Adapt to Exploration Direction is Challenging

Expected Reward: @ h(x;;) Estimated Reward: @ f; (xei50Y)
- @ hlr) Y IACHTD
Challenge:
To Explore = To Explore = '
Not 50% vs 50% .
- @ fi(x;0Y - @ h(xy)
Case 1: Upward Exploration Case 2: Downward Exploration
Datasets Upward Exploration Downward Exploration
Mnist 76.3% 23 7% Pessimistic Model (Human)
Disin 29.1% 70.9% Q Optimistic Model (Human)
MovielLens 58.6% 41.4%
Yelp 55.3% 44.7%

-35 - 1. Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.
2. Ban, Yikun, et al. "Neural Exploitation and Exploration of Contextual Bandits." JMLR 2024.




EE-Net: Solution

» Motivation: Can we have an adaptive exploration strategy for both “upward” and “downward”
exploration?

> : We propose to use the gap between
expected reward and estimated reward ( )

-36 - 1. Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.
2. Ban, Yikun, et al. "Neural Exploitation and Exploration of Contextual Bandits." JMLR 2024.




EE-Net: Motivation and Solution

» Motivation: Can we have an adaptive exploration strategy for both “upward” and “downward”
exploration?

> : We propose to use the gap between
expected reward and estimated reward ( )
> f1 to estimate reward:

— Given an arm x;;,
fi(xei;0Y) =WioWp_qo(..o(Wy-)))
— fi(x¢1;01) is to estimate expected reward represented by some unknown function
h(xt;).
— Inround t, 8! is trained on data of past t — 1 rounds, using gradient descent.

-37 - 1. Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.
2. Ban, Yikun, et al. "Neural Exploitation and Exploration of Contextual Bandits." JMLR 2024.




EE-Net: Exploration Neural Networks

> (novel component) to estimate potential gain:

— Given an arm x;; and its estimation f; (x,;; 6'), expected potential gain is defined as:

h(xe:) — fi(xeis 6%),

where h(x,;) is the expected reward.
— Thus, given the received reward r; ;, potential gain is defined as:
i — f (xt,ii 91),
where E|r;| = h(xg;).

— Potential gain has a good property: Indicating exploration direction.

_ 38 _ 1. Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.
2. Ban, Yikun, et al. "Neural Exploitation and Exploration of Contextual Bandits." JMLR 2024.




EE-Net: Exploration Neural Networks

> (novel component) to estimate potential gain:
— Potential gain has good property: indicating exploration direction.

.0l _ .nl
h(xe;) = fa(xe,:;6%) > 0 h(xe;) — fi(xe:01) < 0
.p1
- @ h(x:;) - @ fi(x;0h
Positive Potential gain — [ Negative Potential gain —
- @ fi(xei;0%) - @ h(x)
Case 1: Upward Exploration Case 2: Downward Exploration
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EE-Net: Exploration Neural Networks

> (novel component) to estimate potential gain:
— Label of f: 1 ; — fi(x45)

fz(xt,ii 92) = WLU(WL—1U(---U(W1 ‘)))

— What is input of f,7?

- 40 - 1. Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.
2. Ban, Yikun, et al. "Neural Exploitation and Exploration of Contextual Bandits." JMLR 2024.




EE-Net: Exploration Neural Networks in Bandits

> (novel component) to estimate potential gain:
— Input of f5:
Voif (X 6"

» Rational:
Q Incorporate both and

a Based on [2,3], f; has the following confidence bound:

P(xt,6) = fr(%ei505_1)| < (Vo1 f1(X1450;_1)),
Here,

Q In this way, 62 is trained on {Vg1 f (x; ;3 9%_1)};1 to

-4 - 1. Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.
2. Ban, Yikun, et al. "Neural Exploitation and Exploration of Contextual Bandits." JMLR 2024.




EE-Net: Overview

AR

Gradient

e R R

50% Pr

Statistical —_— O
Confidence Interval

50% Pr

— e e

Symmetric and Fixed

@ Predict @ Predict

r — r—fi(%6")
Reward Potential Gain
Exploitation Network f; Exploration Network f,
’ N N . .
Methods | "Upward" Exploration ‘ "Downward" Exploration Confidence Interval ‘
eGreedy | y | y learned by neural network —_— o
(Our approach) 90% Pr
NeuralUCB | v | X
s .
NeuralTS | Randomly ‘ Randomly
EE-Net | Vv | v Asymmetric and Adaptive

-42 - 1. Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.
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EE-Net: Workflow

(1) Receive n arms (actions)

(2) Calculate exploitation and exploration scores
for each arm

(3) Pick the arm with maximal
exploitation-exploration score

(4) Receive feedback;
Update exploitation and exploration networks (SGD)

-43 - 1. Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.
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EE-Net: Theoretical Analysis

» Proof Workflow of NeuralUCB [1] and NeuralTS [2]:

Gradient Descent in Bandits Gradient Descent on Ridge Regression NTK Regression Expected Reward
== =E=E = , i , PreT L i
i W " Go°
’JL AN A A’ A “L"‘a' S % pero?
: i P *“ ‘/\?oov

» Proof Workflow of EE-Net [3,4]:

Gradient Descent in Bandits Online Gradient Descent Expected Reward

T @E;foa
i ’ ) peres®
Al Al A oA

1. Zhou, Dongruo, Lihong Li, and Quanquan Gu. "Neural contextual bandits with ucb-based exploration." ICML, 2020.

2. Zhang, Weitong, et al. "Neural thompson sampling." ICLR 2021.

-44 - 3. Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.
4. Ban, Yikun, et al. "Neural Exploitation and Exploration of Contextual Bandits." JMLR 2024.




EE-Net: Theoretical Analysis

Assumption 1: For any t € [T],i € [n], ||x¢il2 =1, and r¢; € [0, 1].
> Assumption 1 is standard and mild in analysis of over-parameterized neural networks.
> No assumption on distribution of arm contexts.

> Then, we have the following average error bound for exploration network f:

Lemmal. For any § € (0,1), R > 0, suppose m satisfies the conditions in Theorem 6. In
round t € [T, let

7= argmax (f10x,3: 010)/v/m + fa((x,2); 63-1) /vm)
Then, with probability at least 1 — §, we have
1 X

T ZT 3 [min {‘f2(¢(xt,;); 6% )/vm — (rt’;— fl(xt,?; 0%_1)/\/5)‘ , 1}]
- (5.3)
- w(0§, R) o (f/%) . \/2log((;(1)/6)-

J

Y Y Y
(1) (2) (3)

- 45 - 1. Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.
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EE-Net: Theoretical Analysis

Lemma1. For anyd € (0,1), R > 0, suppose m satisfies the conditions in Theorem 6. In
round t € [T, let

7= argmax (f1(0x,55010)/Vim + 2(60x,7); 671)/vim) -

Then, with probability at least 1 — §, we have

% XT: e [min { ‘f2(¢(xt;{); 0. 1)/Vm — (rz— filx,3s 95—1)/‘/”’_7’)} ! IH

=l (5.3)
U (62, R) 3LR 21og(O(1)/6)
< ; +0 (ﬁ) + \/ = .

\ ] \ ] \ J
1

) @ @3
> (1) Complexity term ¥: Infimum of regression error caused by function class B(6%, R):

T
2 oy _ (7% e P . 152 _ o2 il (02, R) = inf 2(x,8) — r2.)2
B(62,R)=1{0 cRP: |8 — 62|, < O( \/ﬁ)}' (63, R) 6261131(1033);@ (%,750) —72)

> (2) Price of picking function class B(6%, R) controlled by radius R.

> (3) Confidence bound for predictions of f,.

-46 - 1. Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.
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EE-Net: Regret Upper Bound

> Then, we have following regret upper bound 0 (+/T) for EE-Net:

Theorem. Let fi, fo follow the setting of f (Eq. (5.1) ) with the same width m and depth
L. Suppose m > Q (poly(T, L, R,1og(1/6))), m =n2 = ;f/]% and ¥(03, R)&V* (62, R) < V.
Then, for any § € (0,1), R > 0, with probability at least 1 — § over the initialization, there

exists a constant v, such that the pseudo regret of Algorithm 1 in T rounds satisfies

Ry <VT-O (RL + VT +21/210g(0O(1) /5)) +0(1) (5.2)

» Compared to existing works NeuralUCB [3] and NeuralTS [4]: ... VK

- - =~ logdet(I+H/\)
< 2).0(+/ _
RT_O(\/dTlogT—i—S) (’)( dlogT), and d log(1+ Tr/ )

1) [Better Interpretability]: Have the similar complexity term but ¥

2) [Contexts]: Allow arm contexts to be
3) [Tighter Bound]: EE-Net

Regression

Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.

Ban, Yikun, et al. "Neural Exploitation and Exploration of Contextual Bandits." JMLR 2024.

Zhou, Dongruo, Lihong Li, and Quanquan Gu. "Neural contextual bandits with ucb-based exploration." ICML, 2020.
Zhang, Weitong, et al. "Neural thompson sampling." ICLR 2021.
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Empirical Experiments

Mnist

Disin Movielens Yelp
2000 - 2000 - 2000
i 7 —= KernalUCB —:=— KernalUCB " 60004 —— KernalUCB
1750 /_/ 1750 1 / LinuCB 1750 4 LinUCB g LinUCB
F il —— Neural-epsilon —— Neural-epsilon - 50004 — Neural-epsilon
1500 1500 1 7 NeuralTs 1500 1 NeuralTs NeuralTS
/ — NeuralUCB —— NeuralUCB —— NeuralUCB
1250 i 1250 4 / —— EE-Net 1250 4 EE-Net 40001 ___ EEnet
8 8 H 2 8
E 1000 E‘ 1000 1 i 2 1000 1 g 3000
iz / o o
750 KernalUCB 750 4 i 7501
LinUCB / 2000
500 / / —— Neural-epsilon 500 A /
NeuralTS /! 500 1 1000
250 —— NeuralUCB 250 4
—— EE-Net m 20
0 0 0
01— - - v v v - v - - v -
L 2000 4009 8000 20000 ¢ 2000 gt ©000 8000 w000 (D 0 2000 4000 6000 0 10000 0 20 4000 6000 8000 10000
Rounds Rounds —r
a- Rounds Rounds
-

EE-Net EE-Net
» Setup:

O Classification and recommendation dataset.

Q 5 state-of-the-art baselines including e-greedy, UCB, TS exploration strategy.
Q All methods have the same exploitation network f;.

> EE-Net achieves because

_ 48 _ 1. Ban, Yikun, et al. "EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits." ICLR 2022.
2. Ban, Yikun, et al. "Neural Exploitation and Exploration of Contextual Bandits." JMLR 2024.




Neural Contextual Bandits: Roadmap

Fundamental Exploration
« Upper Confidence Bound

« Thompson Sampling
 Exploration Network

Efficient Exploration
 Neural Linear UCB ‘
e Neural Network with Perturbed Reward

« Inverse Weight Gap Strategy
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Neural Linear UCB

» In each round, a user is serving

K arms

fort=1,....T do Representation by Neural Network

reward 7;

update A; and by as follows:
Ar=Ai 1+ d(Xtar; Wi1)D (Xt 0, ; Wi—1) T, by =bi1 + T (Xt .0, Wi—1),

update 8; = A, b, —

if mod(¢, H) = 0 then Estimated by Ridge Regression
w; < output of Algorithm 2

Exploitation Exploration

gq=q+1
else
Wi = Wt_1
end if Compared with LinUCB (Li et al. 2010)
end for
Output wp

—1
Ut,a = <Xt,a, Bt—1> +Yt—1 \/X;,_azt—lxt,a
N——r ~ -

~"

mean .
variance

P(x;w) = Vmo(Wro(We_y -+ o(Wix)--)).

AR

» Update Neural Network Parameter:

Loss function:

qgH

Low) =3 (8] b(xia; w) — 7).

1=1

 Gradient Descent.

-50 -
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Neural Bandit With Perturbed Reward

» In each round, a user is serving

fort=1,...,7Tdo
if ¢ >then Initialization: Pull each arm once

Pull arm a; and receive reward r; ,,, where a; = argmax;e g f (xz-, 9t—1)- Selection Criterion

Generate {7:} ey ~ N (0,v°). Perturbed Reward
Set 6; by the output of gradient descent for solving Eq (3.2).
else
Pull arm ay..
end if
end for

Reward Perturbation (Noise)

VA

t
min £0) = Y (£(x0,36) = (rua. +t))*/2 + A6 — 60[13/2

Back Propagation mEm———

Perturbed Reward @

KON
s
XOX
2

Received Reward ‘ S—

Implicit Exploration:

4
)

output layer

)
@®

input layer

hidden layer 1 hidden layer 2 ———

-51 - 1. Jia, Yiling, Weitong Zhang, Dongruo Zhou, Quanquan Gu, and Hongning Wang. "Learning neural contextual bandits through perturbed rewards." ICLR 2022. I




Neural SquareCB: Inverse Gap Strategy

» In each round, a user is serving

Special Case: y=1—-r
fort = 1,2, ... T do K arms Estimated loss by neural networks

Receive contexts x; 1, ..., X¢ k, and compute 9 4 = f(s) (0; xt‘a,s(l‘s)) ,Va € [K]
. ~ 1 ’
Let b = arg ming Yt a, Pta = Kv(0t.p—Tt.a)’ and pyp =1 — Za;éb Dt,a

E [ to th ith .
mquell o the arm W't‘*s 1 d ob — Inverse Weight Gap to form
aximal reward ample arm a; ~ py and observe output Yt.ay distribution for Selection

Update Ht—i—l = HBE;?F(QO) (et — ntV,Céi) (yt,ata {f(e, Xt,ataes)}sszl)).

end for
1
7y = argmax f (x¢;; 0; ) Pri € ———  Selection Probability
' ' T — T
A 7, A 7,
Pt1 T (1) Less certainty Pe2 l (1) More certainty
@ Tt1

@ Tto —
Arm 1 Arm 2

- 52 - 1. Deb, Rohan, Yikun Ban, Shiliang Zuo, Jingrui He, and Arindam Banerjee. "Contextual bandits with online neural regression." ICLR 2024.




Neural SquareCB: Inverse Gap Strategy

Algorithm Regret Remarks
Neural UCB [Zhou et al., 2020] O(dVT) Bound depends on d and could be (") in worst case.
Neural TS Zhang et al. [2021] @(J\/T) Bound depends on d and could be Q(T') in worst case.
- Assumes that the contexts at every round are drawn
EE-Net [Ban et al., 2022b] O(VT) 1.1.d and needs to store all the previous networks.
, ~ No dependence on d and holds even when the contexts
NeuSquareCB (This work) O(VKT)

are chosen adversarially.

» Remove dependence of effective dimension.

» Minimize dependence on Neural Tangent Kernel.

-53 - 1. Deb, Rohan, Yikun Ban, Shiliang Zuo, Jingrui He, and Arindam Banerjee. "Contextual bandits with online neural regression." ICLR 2024.
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1

Fundamental Exploration

 Neural UCB [1] -- An Extension of LinUCB to NTK Space
e Neural TS [2] -- An Extension of LinTS to NTK Space
« EE-Net [3] -- Another Neural Network for Exploration

Efficient Exploration
« Neural Linear UCB [4] -- LinUCB with Neural Representation

« Neural Network with Perturbed Reward [5] -- Implicit Exploration by Perturbing Rewards
« Neural Square CB[6] -- Exploration using Inverse Weight Gap Strategy

. Zhou, Dongruo, Lihong Li, and Quanquan Gu. "Neural contextual bandits with ucb-based exploration." ICML 2020.
. Zhang, Weitong, Dongruo Zhou, Lihong Li, and Quanquan Gu. "Neural thompson sampling." ICLR 2021.
Ban, Yikun, Yuchen Yan, Arindam Banerjee, and Jingrui He. "Ee-net: Exploitation-exploration neural networks in contextual bandits." ICLR 2022.

w N
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4. Xu, Pan, et al. “Neural contextual bandits with deep representation and shallow exploration.” ICLR 2022. |
Deb, Rohan, Yikun Ban, Shiliang Zuo, Jingrui He, and Arindam Banerjee. "Contextual bandits with online neural regression." ICLR 2024. E
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Tutorial Roadmap

Collaborative Bandits

Linear/Neural
Contextual Bandits

Future Trends
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Collaborative Bandits

> é\_"‘

- o

Introduction

= « Background & Motivations

7 -~ Challenges

Online Clustering of Bandits

~ « Clustering of Linear Bandits

e Clustering of Neural Bandits

Graph Bandit Learning with Collaboration
« User side: Graph Neural Bandits
« Arm side: Neural Bandit with Arm Group Graph

o Other Scenarios: Bandit Learning with Graph Feedback
& Online Graph Classification with Neural Bandit

Bandits for Combo Recommendation
e Multi-facet Contextual Bandits
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Collaborative Contextual Bandits: Background & Motivation

O Conventional approaches, e.g., collaborative and content-based filtering:

@0 o m
A &V v |V
B am v/
C & |V |V |
D & | X| |V
c & VIV

Challenges:

(InCube Group)

O Cold-start problem (Lack of history data);

O Rapid change of recommendation content and user interests.

O Dilemma of Exploitation and Exploration.
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O Online recommendation scenario (in each round):

Choose arm & Recommend

.Candidate iﬁH:;l"'Iﬁi — o — .;--_ _-—e e o e Em e -
items (arms) @ I
A 4 :
| o
Based on o v P9
| dh
T J ‘ Target
Im); — —> o/ e @ User

E Estimate 2,
nnnnnn g- .

. Learner A Bh - 4
Refine

Strategy Estimated User

Correlations

User feedback I‘/|’

1. Lihong Li, et al. 2010. A contextual-bandit approach to personalized news article recommendation. In WWW. 661-670.
= 58 = 2. Claudio Gentile, et al. 2014. Online clustering of bandits. In ICML. 757-765.




Items with sufficient
user interactions New item

Learner

Figure: UC Berkeley CS 188, Introduction to Artificial Intelligence

1. Lihong Li, et al. 2010. A contextual-bandit approach to personalized news article recommendation. In WWW. 661-670.
= 59 = 2. Claudio Gentile, et al. 2014. Online clustering of bandits. In ICML. 757-765.




Collaborative Contextual Bandits: Background & Motivation

1 One user’s decision is affected by other users.

Affect
h

V)

User 1 User 2

O Motivations: Utilizing the mutual influence / user collaborative effects can
o Improve recommendation quality.

o Alleviate the interaction scarcity issue in terms of individual users.

o Rapidly adapt to new users / items based on interactions with other users.

1. Lihong Li, et al. 2010. A contextual-bandit approach to personalized news article recommendation. In WWW. 661-670.
- 60 - 2. Claudio Gentile, et al. 2014. Online clustering of bandits. In ICML. 757-765.




Collaborative Contextual Bandits: Challenges

O Challenge #1: How to formally model user collaborations?

o Userclusters [1, 2, 3, 4, 5, 6, 7], graphs with user nodes [10], etc.

O Challenge #2: How to discover user correlations?
o Leveraging the known user correlation information from the environment [8, 9];

o User clustering based on their past interactions [2,3,4,5,7], exploitation-exploration graph
construction [10].

O Challenge #3: How to utilize user correlation to improve recommendation quality?

o Combination of linear estimations [1, 2, 3, 4, 5, 6], gradient-based meta-learning [7], graph
neural networks [10], etc.

Gentile et. al., Online clustering of bandits. ICML 2014. ._Liet. al., Collaborative filtering bandits. SIGIR 2016.

Li et. al., Improved algorithm on online clustering of bandits. IJCAI 2019.
Nguyen et. al., Dynamic clustering of contextual multi-armed bandits. CIKM 2014. . Nicolo Cesa-Bianch et. al., A gang of bandits. NIPS 2013.
Gentile et. al., On context-dependent clustering of bandits. ICML 2017. Wu et. al., Contextual bandits in a collaborative environment. SIGIR 2016.

6

7. Ban et. al., Meta clustering of neural bandits. In submission.
8

9.

Ban et. al., Local clustering in contextual multi-armed bandits. WWW 2021. 10. Qi et. al., Graph neural bandits. KDD 2023.
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Roadmap

Introduction

« Challenges

Online Clustering of Bandits
° o Clustering of Linear Bandits ‘

e Clustering of Neural Bandits

Graph Bandit Learning with Collaboration
« User side: Graph Neural Bandits
™ « Arm side: Neural Bandit with Arm Group Graph

o Other Scenarios: Bandit Learning with Graph Feedback
& Online Graph Classification with Neural Bandit

Bandits for Combo Recommendation
e Multi-facet Contextual Bandits
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Online Clustering of Bandits

O Two problem settings in standard MAB algorithms:

- Ignore user heterogeneity - Ignore user correlations
Arm 1 Arm 2 Arm k Arm 1 Arm 2 Arm k
Cogrco| | Publix | - | Wamart €osTeo| | Publix | - | Wamart::|
Xt1 Xt2 Xtk x.t'l Xt,2 Xtk
User\ \E’refere¢nce Vectorr/ User 1 User 2 User n
- 9 i
rt,:r’ T:,z o Ttk Tt,;1 Tt2 Ttk
(1) Joint Modeling (2) Disjoint Modeling R RN
. . d ® \
O For trade-off between user heterogeneity and user correlations: ! o ° o
1 O S \
T . : ! _ o !
o Obijective #1: Identify user clusters in MAB; \ -

o Obijective #2: Exploit the user clusters to improve the recommendation. . o S

Gentile et. al., Online clustering of bandits. ICML 2014. 5. Banet. al., Local clustering in contextual multi-armed bandits. WWW 2021.
Li et. al., Improved algorithm on online clustering of bandits. IJCAI 2019. 6. Liet. al., Collaborative filtering bandits. SIGIR 2016.
Nguyen et. al., Dynamic clustering of contextual multi-armed bandits. CIKM 2014.

Gentile et. al., On context-dependent clustering of bandits. ICML 2017.
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Online Clustering of Linear Bandits

» Clustering of Linear Bandits:

O Under linear stochastic contextual bandit settings: r = (6,,, x) + 1. ¢

Q User correlation intensity between v, u’ is measured by |6, — 6,/

1. User clusters with identical preferences [1, 2, 3, 4, 5] (Vu,u’ € V: 6,,= 6 ).
o Globle clustering with evolving connected components

© /@V

3. A generalized formulation: y-cluster of users [6] (Vuu' € NV: | 6u=6,1l, <¥).

o Seed-based Local clustering

Gentile et. al., Online clustering of bandits. ICML 2014. 5. Liet. al.,, Collaborative filtering bandits. SIGIR 2016.

Li et. al., Improved algorithm on online clustering of bandits. IJCAI 2019. 6. Ban et. al., Local clustering in contextual multi-armed bandits. WWW 2021.
Nguyen et. al., Dynamic clustering of contextual multi-armed bandits. CIKM 2014.

Gentile et. al., On context-dependent clustering of bandits. ICML 2017.
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LOCB: Motivation and Challenges

> : When to ensure a set of identified users is a true cluster?
O Cluster: A set of users with similar expected rewards.

1 Expected rewards of users are unknown.

> : Can we further reduce the clustering complexity?
O Previous works have clustering complexity O(n).

O n is the number of users.

> : Can we consider and address soft clustering?

O Consider overlapping clusters.

O A user is allowed to belong to multiple clusters.

- 65 - 1. Yikun Ban and Jingrui He. Local Clustering in Contextual Multi-Armed Bandits. WWW 2021.




LOCB: Local Clustering of Linear bandits

» Characterizing similar users’ behaviors:

d : Given a subset of users ¥ € N and a threshold y > 0, V' is
considered a y-Cluster if it satisfies: vi,j € IV, ||6' — 67| < y.

» Objectives:

d . Identify clusters among users, such that the clusters returned by the
proposed algorithm are true y—Clusters with probability at least 1-6.
d . Leverage user clusters to improve the quality of recommendation,

evaluated by Regret.

T T
Rr=E[) R/ = Z(I@jtx’; ~|67 x4)
=1 =1
7 N

Optimal Reward Received Reward
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LOCB: Clustering Module

> ldentify k clusters, given k seeds in each round:

d : Randomly choose k users.
d : Two users are neighbors if they belong to the same y-cluster.
d : User i is considered as the potential neighbor of seed user s, when:
A A / , Bos(miz &) = o+2dlogt +2log(2/6") + 1’
”9i,t - 93,t” < Bg,i(mi,t, 5 ) + Bg’s(ms,t, 5 ) A I+ h(mi, H)
/ h(miz, H) :( rzi” = 810g(mi’;{+3) — 2. fmys log (’”"’;3))
d . Seed user + Its potential neighbors.
> User specific bound: with a high probability, ||; ; — 6;|| < Bg (M 6")
/’—5\\ /’—5\\ - =~ - =~
, /< » g NN AN
/ / ‘\ ‘\ / i \
I I — I I |
\ , \ I' ! I' \ ! \ ! I
\\ 05 \\/ 0; / \\ 0s //\\ 0; /!
~ /\ V4 ~ -— - ~ -— -
~ ”’ ~ e

—~— o - —~— o -

Potential Neighbors

- 67 - 1. Yikun Ban and Jingrui He. Local Clustering in Contextual Multi-Armed Bandits. WWW 2021.




LOCB: Evolution of Clusters

Seed User

O
@
— ¢
.
O
Cluster s in Round ¢ Cluster s in Round t + t’

» Evolution of neighbors: ||9,-,t - és,tll < Bg.i(mi,8") + By s(ms,t, 6).
\ /

User/seed specific bound is shrinking as more rounds are played for these users.

» Termination criterion
Q Given cluster NV ;, Clustering Module outputs this cluster when

sup{Bg,i(mis,&8") : i € N5} < ;—,

- 68 - 1. Yikun Ban and Jingrui He. Local Clustering in Contextual Multi-Armed Bandits. WWW 2021.




LOCB: Pulling Module

> Individual CB vs. Cluster CB
1 Confidence interval for each cluster (J Confidence interval for each user

tXa’tl > CBr’Ns,t) < 5’ ]P (Vt E [T], |é;l:tXa,t - O;I-Xa,tl > CBr,l) < 5,:

Cluster CB Individual CB

L CBT',NS’[ = @ ZiENs,t CBr,i J

» Pulling Module selects one arm by Cluster UCB:

AT
P (Vt e [T],10), ,%as - 6%,

Cluster-level exploration

A /
X; = arg max OL Xat+CBp N,
Xa,tEXt Ss ’

\ 1

Cluster behavior 0 Noy = Nea| Z é,-,t.
S’t iENs,t

- 69 - 1. Yikun Ban and Jingrui He. Local Clustering in Contextual Multi-Armed Bandits. WWW 2021.




LOCB: Overlapping Clusters

» A user may belong to multiple overlapping clusters:
o Cluster selection / Select

A
S UCB
= ucs |[—= _[_U B
£ {
E 3
i
0 >

Clusters

» Pulling Module selects the cluster with the maximum potential:

NT
X; = arg max max (0 Xgt +CB, N )
Xat EXt SESt(it) Ns,t r>/\sit

/ N\

- 70 - 1. Yikun Ban and Jingrui He. Local Clustering in Contextual Multi-Armed Bandits. WWW 2021.




LOCB: Results

AR

QO Correctness v’ Q Efficiency v O Effectiveness v*

THEOREM 5.1 (CORRECTNESS). Given a threshold y and a set of THEOREM 5.2. Suppose each user is evenly served and m;; > THEOREM 5.3. Suppose thatAeaCh user is evenly served. Given y
seeds S C N, for eachs € S, let N represent the cluster output by 2392 ond 392 ond ) ) and a set of seeds S, after T > T rounds, the accumulated regret of
LOCB with respect to s. The terminate criterion of Clustering module A2 log (T) log z log (T) for anyi € N. Then, with prob- LOCB can be upper bounded as follows:
is defined as: . ~ 3

/ ’ ability at least 1.— é, tl.le number of rounds T needed for the Clustering Ry < | VT - 2dlog(1+ T/dn) - O ( dlog (T/&))
sup{Bg ;(mis8') 1 i € N5y} < & module to terminate is upper bounded by
Then, with probability at least 1 — §, after the Clustering module < 2nd o nd N 2n o (2(d+1)n B y? — 256 o N (T _ 0 (ndlog nd)) 3+, (dogid) O( ldlog (Tn/5)) .
terminates, for each s € S, it has C g C C g 5 51252 ’
Vi, j € Ns, [10; - 0l <. horeC = A1
whereC = 15
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Online Clustering of Neural Bandits

> : How to efficiently determining a user’s relative group?
L User relative group: A set of users with same expected rewards on a specific item (arm).

O Expected rewards of users are unknown. The mapping function h(x) can be linear or non-linear.

> : Effective parametric representation of dynamic clusters?
Q Introducing meta-learner capable of representing and swiftly adapting to evolving user clusters.
O Enabling the rapid acquisition of nonlinear cluster representations.

3 PN
. . . . /
> : Balancing exploitation and exploration? : o 5
! - ®
O A novel UCB-type exploration strategy. \ & ‘ dh !
O Taking both user-side and meta-side information into account. \\ & //

- 73 - 1. Yikun Ban et. al., Meta Clustering of Neural Bandits. In submission.




M-CNB: Meta Clustering of Neural Bandits

» Characterizing user clusters without linear assumptions:

Definition 3.1 (Relative Cluster). In round ¢, given an arm x;; €
X, a relative cluster N (x;;) € N with respect to x;; satisfies

Definition 3.2 (y-gap). Given two different cluster N (x¢,;), N’ (xt.i),
there exists a constant y > 0, such that

|
|
;
|
|
(1) Yu,u” € N(x¢,1), E[rs.ilu] = E[rsi|u] | Vu € N(xz.0),u’ € N’ (x1.0), |E[re.ilu] = E[reilu’]] = y.
|
|
|
|
|
|

(2) AN’ C N,s.t. N’ satisfies (1) and N(x¢;) ¢ N’.

> Objectives:

d . Identify clusters among users, such that the clusters returned by the proposed
algorithm are accurate user clusters.
d . Leverage user correlations to improve the quality of recommendation, evaluated
by Pseudo Regret.
T
2 : * * __
RT — ]E[rt — It | ut,Xt], E[Tt‘ut7xt] _ xmg)}%t hut(xtﬂ;)
t,2
t=1 / \ General reward function
Optimal Reward Received Reward

- 74 - 1. Yikun Ban et. al., Meta Clustering of Neural Bandits. In submission.




M-CNB: Clustering Module

> ldentify relative cluster for target user u; € N:

d . Different arms can induce distinct user clusters.
d : Each user u € N is assigned with their own user models f (- ; 64).
d : User u is the potential neighbor of target user u;, when:
Nut (Xt,i) = {u € N| |f(Xt,i;9?_1) —f(Xt,i;Htf1)| < y }’}-
7 “~

target user

» Meta-adaptation: Adapting to estimated user clusters.

O Randomly draw a few samples from the historical data of
detected cluster {T;:%1},,¢ iy, (%i.0)

O The meta-model f(-; 0) is adapted through a few steps of SGD.

Y Y
(2) Mata Adaptation (1) Cluster ing

- 75 - 1. Yikun Ban et. al., Meta Clustering of Neural Bandits. In submission.




M-CNB: Pulling Module

> Informative UCB for reward estimation:

Meta-Model [If(xt,@t) — 1] | ut]

Error rt X;

» Pulling Module selects one arm by Cluster UCB:

IA
“MH

Xy = argy, . ex, Max U i

Gradient Discrepancy between

/ User Model and the Meta-Model

O(|IVof (x:0:) — Vo f (x¢3 0,

ey

Ill2) +1 2log(1/6)
f 2 (u)\/ |

. ueN

-~

Meta-side info

Ui 5 f(Xt,i;0©¢,i)

+

Meta-Model Reward

Estimation

User-side info

L User-side Upper Bound based
on Service Frequency

IVef(xt,i;0¢i) — Vof (xz,;0 ‘)Ilz S+1 210g(1/5)
m1/4 2/1t
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M-CNB: Theoretical and Empirical Results

AR

O Instance-dependent Regret Bound v Q NTK-regression based Regret Bound v

Theorem 5.1. Given the number of rounds T andy, for any é €

(0,1),R > 0, supposem > Q(poly(T,L,R) - Knlog(1/8)),n1 =n2 =
2

‘I/%, and B[Ny, (x4)]] = g,t € [T]. Then, with probability at least

Lemma 5.3. Suppose Assumption 5.1 and conditions in Theorem 5.1
holds where m > Q(poly(T,L) - KnA; Yog(1/8)). With probability
at least 1 — & over the initialization, there exists 0’ € B(6,, Q(T3/2)),

1 — & over the initialization, Algorithm 1 achieves the following regret such that
upper bound: K o -
E[STx] SE[ ) L:(¢ SO(‘/;+S) -d.
Rr < \/CIT ST +O0() + O (/29T 1og(0(1)/6)). [S7x] [Z t(6)]

t=1

x . TK
where ST, = eel;?ef;,,R) 2=1 Le(0).

O M-CNB (red curve) outperforms
baselines, for both recommendation
and classification data sets.

- 77 - 1. Yikun Ban et. al., Meta Clustering of Neural Bandits. In submission.




Online Clustering of Bandits

O Motivations: We need to estimate user correlations on the fly, during online recommendation.

O Clustering of Linear Bandits [1, 2, 3, 4, 5, 6]:
o Under linear stochastic contextual bandit settings: r = (0, x) + 1.

o User correlation intensity between u, v’ is measured by ||6,, — 6,,/]| .

o Adopt combination of linear estimators for reward estimation & exploration.

O Clustering of Neural Bandits [7]:

o Under neural stochastic contextual bandit settings: r = h,,(x) + 7.
o User clusters with identical preferences (Vu,u’ € NV, x € R%: hy,(x) = hy, (x)).

o Utilizing gradient-based Meta-Learning for reward estimation & exploration.

5. Banet. al., Local clustering in contextual multi-armed bandits. WWW 2021.

6. Liet. al., Collaborative filtering bandits. SIGIR 2016.
7. Ban et. al., Meta clustering of neural bandits. In submission.

Gentile et. al., Online clustering of bandits. ICML 2014.
Li et. al., Improved algorithm on online clustering of bandits. IJCAI 2019.
Nguyen et. al., Dynamic clustering of contextual multi-armed bandits. CIKM 2014.

Gentile et. al., On context-dependent clustering of bandits. ICML 2017.
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Collaborative Exploration: Graph Bandits Learning

] ] & User (Bandit)
Clustering of Bandits [1,2] Graph Bandits Learning [3]

» Coarse-grained user correlations:

" > Fine-grained user correlations:
1 Users within the same cluster share

O Heterogeneity of users is preserved.

' _ U to serving user.
U to serving user.

—— User correlation with strength
(Unknown)

1. Claudio Gentile, et al. 2014. Online clustering of bandits. In ICML. 757-765.
- 80 - 2. ShuaiLi, etal. 2019. Improved Algorithm on Online Clustering of Bandits. In IJCAI. 2923-2929.
3. Y.Qi, Y.Ban", and J. He. Graph neural bandits. KDD 2023.




GNB: Exploitation and Exploration Graphs

Potential Preference

o o

Target User

Target User

Estimated Preference e

2 ?

User Exploitation Graph User Exploration Graph

Correlation w.r.t. Exploitation = Correlation w.r.t. Exploration

- 81 - 1. Yunzhe Qi", Yikun Ban®, and Jingrui He. Graph neural bandits. KDD 2023.




GNB: Problem Definition

» Foreachroundt € [T]:
U Receive a target user u; € U, and candidate
arms (items) X;.
o X;={x;, R (e.g, @) }ie[a]

O Rewardr;, = h (gﬁ)' "L U, xi,t) + €; ¢

Zero-mean
noise

U Learner selects arm x; € X; as the recommendation.

- 82 - 1. Yunzhe Qi", Yikun Ban®, and Jingrui He. Graph neural bandits. KDD 2023.




GNB: Problem Definition

> Definition: User Correlation (Exploitation) Graph
O Given arm x; ., unknown user exploitation graph

(1), * _ (D).
= (wE W)
« U: set of nodes (users)
« E={e(w,u)},ey: setof edges
. WP set of
Wi,(tl)'* =yl (E[Ti,t | U, Xi¢l, [E[ri,tl uZ:xi,t])

o

o 2
2

User correlations w.r.t. the expected reward
(Exploitation Graph)

» Foreachroundt € [T]:

U Receive a target user u; € U, and candidate
arms (items) X;.

o X, ={x;, €R? (e.g, @)) }ie[a

O Rewardr;, = h (gﬁ)' " U, xi,t) + € ¢

U Learner selects arm x; € X; as the
recommendation.

- 83 - 1. Yunzhe Qi", Yikun Ban®, and Jingrui He. Graph neural bandits. KDD 2023.




GNB: User Exploration Graph

> Definition: User Exploration Graph
d For arm x; ., unknown user exploration graph

Gie"" = (WE,WP™

Potential Gain:

+ Efrlu,x]- £
» Measures the uncertainty for the reward
estimation

Set of edge weights

O For users uy,u, € U, the corresponding edge weight:
) * 1
* Wi(,? (U, uz) = P2 (E[ri,t| Uq, Xy ( )(xz t)

et Elrud w il — 1) ()

\

Y

Potential Gain

User correlations w.r.t. the Potential Gain
(Exploration Graph)

1. Yunzhe Qi", Yikun Ban®, and Jingrui He. Graph neural bandits. KDD 2023.
-84 - 2. Yikun Ban, et al. EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits. In ICLR 2022.




GNB: Problem Definition

» Foreachroundt € [T]:
U Receive a target user u; € U, and candidate arms X;.

o Xy ={x;; €R?, (e.g, ) }ie[a]

|
|
|
|
|
|
- |
i
U Learner selects arm x; € X; as the recommendation. i

|

|

_____________________________________________________________ Chosen arm
T / reward
> Definition: User Correlation (Exploitation) Graph R(T) = Z E[ry — 1]
4 Given arm x, ., unknown user exploitation graph =1 N ,
’ Optimal arm
g(l) * = = (U, E, W(l)’*) reward
. WP set of edge weights max

O For users uy, u, € U, the corresponding edge weight:
* (1) “(ug,up) = pa )(E[rlt | Uq, X, ]E[rltl Uz, x lt])

i E [r¢'] = max E[r; ]

- 85 - 1. Yunzhe Qi", Yikun Ban®, and Jingrui He. Graph neural bandits. KDD 2023.




GNB: Framework Overview

SAMR Lo —

4. Parameter Update via 6D
True Edge W,g)'* = PO(E[re | ug, x;,], E[rse| uz, x;])

Weight
\ (1
N - 1 Reward Est
Exploitation ™ g ggt) — R N 19
II'iIiI'II'I'IIIiIJ \ : Py
0, / @
dh ' §m

| ] Exploitation GNN ffq1,2n(') Select Arm Xt =
User-Arm Pair Get VFL, argmaxy, ex, (fis + bi¢)

to Estimate :

(uy, xi,t) \ é& Feed to
Exploration / [ \ @ L> Potential
User Graph Est. I /z gfi) —) Gai: :Sr:: mB i
. - Mt
) | @
True Edge Weight to Estimate: *
X . Exploration GNN f;ﬁ%()
Wg)’* =y@ (E[ri,tl Uy, Xie] = fl(l.l) (xi), E[rie| ug, x;0] — fl(l.z) (xi,t)>
\ A A J
4 4 .
g 1. User Graph Estimation 2. Reward & Potential Gain Estimation 3. Arm Selection

NS

- 86 - 1. Yunzhe Qi", Yikun Ban®, and Jingrui He. Graph neural bandits. KDD 2023.




User Exploitation Graph Estimation

User Preference (expected reward) Estimation:
« Estimated by user exploitation networks

U}

Yo Jueu

« Approximating E[r |u, x|
* Input: x Label: r

o

2 o

2

User correlations w.r.t. the expected reward
(Exploitation Graph)

» User Exploitation Graph Estimation:

Q Given arm x; ., estimated user exploitation graph
(1) _ (1)
i = (WE W)

. W,(: set of estimated edge weights

U Forusers u,u, € U, estimated edge weight
1 1
O Wi(,t)(ul'uZ) =g ( u(l)(xi,t)t u(zl ) (xi,t))
——

Estimated User
Preference

-87 -
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User Exploration Graph Estimation

Potential Gain:
« Estimated by user exploration networks

{ u(Z)}uE’u

* Input: Vfu(l)(x) -- the gradients off(l).
- Label:ry, — fP(x).

» User Exploration Graph Estimation:

QO Given arm x; ., estimated user exploration graph
(2) = (U, E, VVL',(tZ))

Edge weight estimations

O For users Ui, U, € U, estimated edge weight
O Wlt (ul,uz) =

v (fPLL (i) 1DV @)
S—

Estimated Potential Gain

User correlations w.r.t. the Potential Gain
(Exploration Graph)

1. Yunzhe Qi", Yikun Ban®, and Jingrui He. Graph neural bandits. KDD 2023.
- 88 - 2. Yikun Ban, et al. EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits. In ICLR 2022.




GNB: Framework Overview

SAMR Lo —

4. Parameter Update via 6D
True Edge W,g)'* = PO(E[re | ug, x;,], E[rse| uz, x;])

Weight
\ (1
N - 1 Reward Est
Exploitation ™ g ggt) — R N 19
II'iIiI'II'I'IIIiIJ \ : Py
0, / @
dh ' §m

| ] Exploitation GNN ffq1,2n(') Select Arm Xt =
User-Arm Pair Get VFL, argmaxy, ex, (fis + bi¢)

to Estimate :

(uy, xi,t) \ é& Feed to
Exploration / [ \ @ L> Potential
User Graph Est. I /z gfi) —) Gai: :Sr:: mB i
. - Mt
) | @
True Edge Weight to Estimate: *

X . Exploration GNN f;ﬁ%()

Wg)’* =y@ (E[ri,tl Uy, Xie] = fl(l.l) (xi), E[rie| ug, x;0] — fl(l.z) (xi,t)>

\ A A J

4 4 .
1. User Graph Estimation ﬁ 2. Reward & Potential Gain Estimation 3. Arm Selection

N
-89 - 1. Yunzhe Qi", Yikun Ban®, and Jingrui He. Graph neural bandits. KDD 2023.




GNB: Aggregation on User Exploitation Graph

(1)

d For each arm x;, € X}, reward estimation with estimated user exploitation graph G;’.

> Given target user u;, obtain User-specific Arm Representation H,:

Fully-Connected layer for user v, | )
/I _ Choose the rep.
Xit > Fully-Connected layer for user u, | ™= Agg;egﬁt)'on for target user w,
with GNllil for — Hglg)g
\ . k-hops
Fully-Connected layer for user u, | m—)

- 90 - 1. Yunzhe Qi", Yikun Ban®, and Jingrui He. Graph neural bandits. KDD 2023.




GNB: Arm Reward Estimation

d For each arm x;, € X, reward estimation with estimated A~ (D D), [@®
' 1) Tit = Jgnn (xi,tr gi,t »[ gnn t—1)

user exploitation graph ;"
Estimated
Reward

> Point reward estimation for each arm x; , € X, :
Fully-Connected

Network

Fully-Connected layer for user u,

I

Aggregation

I

Fully-Connected layer for user u,

)
on Gy’
\ with GNN for Choose the rep.

k-hops for target user u;

Fully-Connected layer for user u,, | w—)

- 91 - 1. Yunzhe Qi", Yikun Ban®, and Jingrui He. Graph neural bandits. KDD 2023.




GNB: Potential Gain Estimation

O For each arm x;, € X, reward estimation with estimated
(2)

V

~ @ D ~@, [q®
bue = fimn (Yol 625 (0], )

user exploration graph §;".
> Potential gain estimation for each arm x; . € X, :

Estimated
Potential Gain

/ Fully-Connected layer for user 1, | )
Aggregation
Vofymn (gi(,?’xi,t; [Géln)n t_l) w— Fully-Connected layer for user u, | ™= ggn 3(2)
it
Input: Gradients of \ . with GNN for
-, in terms of x;, : k-hops
Fully-Connected layer for user u, | ===

l

Fully-Connected
Network

) | %)

Choose the rep. for

target user u;

1. Yunzhe Qi", Yikun Ban®, and Jingrui He. Graph neural bandits. KDD 2023.
-92 - 2. Yikun Ban, et al. EE-Net: Exploitation-Exploration Neural Networks in Contextual Bandits. In ICLR 2022.




GNB: Framework Overview

SAMR Lo —

4. Parameter Update via 6D
True Edge W,g)'* = PO(E[re | ug, x;,], E[rse| uz, x;])

Weight
\ (1
N - 1 Reward Est
Exploitation ™ g ggt) — R N 19
II'iIiI'II'I'IIIiIJ \ : Py
0, / @
dh ' §m

| ] Exploitation GNN ffq1,2n(') Select Arm Xt =
User-Arm Pair Get VFL, argmaxy, ex, (fis + bi¢)

to Estimate :

(uy, xi,t) \ é& Feed to
Exploration / [ \ @ L> Potential
User Graph Est. I /z gfi) —) Gai: :Sr:: mB i
. - Mt
| | @
True Edge Weight to Estimate: *

X . Exploration GNN f;ﬁ%()

WD = WO (Elry| wn,xog] = £ (o) Elrad wa,xed = £ (x00))

\ A J

4 4 .
1. User Graph Estimation 2. Reward & Potential Gain Estimation 3. Arm Selection

)
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GNB: Arm Selection & Training

User Exploitation Graph

» Arm Selection Strategy: l User Exploration Graph

/

O Selectarm x; = argmaxxi,text( fie + bit ).

Estimated Reward Estimated Potential Gain

L Receive the corresponding T¢.

» Train the model parameters (User models + GNN models) with Gradient Descent (GD).

» Update user graphs.

- 94 - 1. Yunzhe Qfi', Yikun Ban’, and Jingrui He. Graph neural bandits. KDD 2023.




GNB: Theoretical Analysis

> Pseudo regret for T rounds:
R(T) = Xi-, E[(¢ —1p)]

» Given m (over-parameterization), under mild assumptions,
with the probability at least 1 — §:

Tn-a

R(T) < VT - (O(LEp) - \/2 log(—

where n is the number of users, a is the number of arms in each round, and T is the number of rounds.

)) + VT - O(L) + O(é1) + O(1).

Remarks:
O Achieves the regret bound of O(y/Tlog(nT) ).

« Existing works with need 0(\/ nTlog(T)) for user collaboration modeling.

O Free of the terms d
* d (arm context dimension, common in works)

Shuai Li, et al. 2019. Improved Algorithm on Online Clustering of Bandits. In [JCAI. 2923-2929.

Shuai Li, et al. 2016. Collaborative filtering bandits. In SIGIR. 539-548.

Dongruo Zhou, et al. 2020. Neural contextual bandits with ucb-based exploration. In ICML. 11492-11502.

Yikun Ban, et al. 2022. Neural Collaborative Filtering Bandits via Meta Learning. arXiv preprint arXiv:2201.13395 (2022).
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Experiments: Real Data Sets

» Experiment settings:

O Under
proposed GNB framework on
different specifications.

O We include
baselines, including both linear and neural algorithms.

real data sets with

» Summary of experiment results:

Q generally perform better than

, with the representation power of neural networks.

0 GNB can generally achieve the
against the strong baselines.

settings, we evaluate the

state-of-the-art related algorithms as the

» [=)]
o o
o o
o o

Cumulative regret
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Shuai Li, et al. 2019. Improved Algorithm on Online Clustering of Bandits. In [JCAI. 2923-2929.

Shuai Li, et al. 2016. Collaborative filtering bandits. In SIGIR. 539-548.

Dongruo Zhou, et al. 2020. Neural contextual bandits with ucb-based exploration. In ICML. 11492—11502.

Yikun Ban, et al. 2022. Neural Collaborative Filtering Bandits via Meta Learning. arXiv preprint arXiv:2201.13395 (2022).
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Online Recommendation with Arm Group Information

 Online recommendation scenario (in each round):

Presented i e N | —
with items BRlsEim=s HE

| Choose item & Recommend

@
Learner ah User
Refine nrere

Strategy User feedback I‘ / l’

Leverage the available arm group information can help improve recommendation quality.

-98 - 1. Yunzhe Qi et. al., Neural bandit with arm group graph. KDD 2022.




Arm Group Information

» The group (category) information for arms (items) is commonly accessible:
O Media contents:
o Music, Movies (grouped by genres)
O Text contents:
o Articles (grouped by literary styles)
4 E-commerce:
o Restaurants (grouped by cuisine types)

4 Etc.

No existing MAB method trying to directly leverage the available arm group information.

-99 - 1. Yunzhe Qi et. al., Neural bandit with arm group graph. KDD 2022.




Formal Problem Definition

» Arm Groups:
o Assume a fixed pool C of |C| = N, arm groups.
o Each arm group c € C (e.g., movie genre)
relates to an arm distribution D...

» Foreachroundt € [T] :
1 Receive a set of arms X, and the
corresponding set of arm groups C; € C.

o X ={x{) eR%, (e.g, )

> Objective: Minimizing Pseudo Regret

R(T) = €=1 E[(r{—7¢)]

_ Z (W™, %)) — h(W*", x,)]
t=1
Optimal arm  Chosen arm

}CEC’t, l'E[TlC't]

o xglz ~ D,

1 Reward rc(,? =h (W*, xglg) + eglg
o Unknown affinity matrix for arm groups:
W* € RNc*Ne

O Learner chooses arm x; € X;.
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Modeling with Arm Group Graph (AGG)

> Apply Arm Group Graph (AGG) to model arm group correlations:

> True reward: r(l) (g x(l)) + e(l)

o Unknown true graph: G-
o Unknown affinity matrix: W* € RNe*Ne

% g
O

Arm Group Graph

» Inroundt € [T] :

O Undirected graph G, = (V,E, W;)
« V:setof nodes
« Each node is an arm group c € C,
N. nodes in total
« E={e(c,c')}.crec: set of edges
o W;: Set of edge weights

O Arm group correlations are modeled by the
edge weights from set W,.

- 101 1. Yunzhe Qi et. al., Neural bandit with arm group graph. KDD 2022.




Proposed Framework: AGG-UCB

(3) AGG Update
(to Geyq) (2) Back-prop. & calculate UCB(x(l)

4____________________

e/\\@\

I
Group-aware Arm Rep. FC Network |
[

— T— — f'(l)

- Module e ¢t

5 / *
xglg € X;
\ )
|
(1) Reward estimation
(4) Parameter update via GD
-102 1. Yunzhe Qi et. al., Neural bandit with arm group graph. KDD 2022. I




AGG-UCB: Arm Group Graph Estimation

* Recall for Arm Groups:
o Assume a fix pool C of |C| = N, arm groups.
o Each group c € C has a context distribution D...

» Arm Group Graph estimation:

4 Estimated edge weight inround t € [T]:

» Definition: True edge weights 5
—[[®: (D) -¥e(D)|

Os

)

o wg(c,c’) = exp(
d Forc, ¢’ €C, true edge weightin G*:

ing [':
o wi(c,c') = o Kernel Mean Embedding ['l: W, (D,)

Ex- [P —Eyr o [9(x)]

Os

|2

exp( )

QA w,(c,c") € W;: weight for edge e(c,c’) € E
in graph G,

o ¢(-): kernel mapping function

-103 1. Gilles Blanchard, Gyemin Lee, and Clayton Scott. Generalizing from several related classification tasks to a new unlabeled sample. NeurlPS ‘“11.




AGG-UCB: Arm Reward Estimation

U Reward estimation with estimated ¢;. Estimated ,a(i) = f (gt MO 0, 1)
c, ) -

Reward i
> Point reward estimation for each arm xglz € X; : Q |

Fully-Connected layer for group c; Fully-Connected

/ Network

Choose the rep.
Aggregation | for groupc

x() | Fully-Connected layer for group c,

, on gt with s | H

| GNN for inn

| \ 5 k-hops v

[ =
| Fully-Connected layer for group cy,_ A

| I
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AGG-UCB: Arm Selection & Training

» Exploration with Upper Confidence Bound (UCB):

d The UCB(-) satisfies :

P( |7 (60xL:0c) —h(67x8) | > veB (x2)) <o

Reward Est. Exp. Reward

» Arm Selection Strategy:
— . NO, , ()
d Selectarm x; = ArgMax, (i), (rc,t + v - UCB (x ) )

c,t

1 Receive the corresponding true reward r;

- 105 1. Yunzhe Qi et. al., Neural bandit with arm group graph. KDD 2022.




Theoretical and Empirical Results

O Theoretical: Given sufficiently large network width m, with the probability at least 1 — §:

R(T) < 2-(2B4NT +2—By) + 2\/237“ log(1+T/A) +2T Achieves the regret bound of
0(dyTlog?(T) - log(Nc) )

- (VAS + \/1 — 2log(8/2) + (dlog(1+T/A)))

( Empirical: Leveraging arm group information with AGG-UCB can improve good performances.

Cumulative regret on MovieLens dataset Cumulative regret on Yelp dataset Cumulative regret on MNIST Augment dataset Cumulative regret on XRMB dataset
800 | soo| == Neural-Pool Z, ////" ——- Neural-Ind s
s ——- Neural-Ind 2000 47 ——- Neural-TS
= ——- Neural-TS o 3000 ——- Kernel-Ind
() [}
5600 600| ——. Kernel-Ind 51500 L —— KMTL-UCB
g Kernel-Pool ° —— AGG_UCB I\a‘
> ._KMTL-UCB = 2000
& 400 4OT 1000
> >
: :
O 200 200 O 500 1000
0 0 0 0
0 1000 2000 3000 4000 0 1000 2000 3000 4000 0 1000 2000 3000 4000 0 1000 2000 3000 4000
Time step Time step Time step Time step
Figure 1: Cumulative regrets on recommendation data sets Figure 2: Cumulative regrets on Classification data sets
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Graph Bandit Learning: Other Scenarios

1. Bandit Learning with Graph Feedback [1]:
O Arms are nodes on a graph ¢ = (V,E). In each round t € [T], the learner chooses one node I, € V.
O Learner observes reward for chosen arm I,, and neighbor rewards (e.g., out-neighbors in a directed graph).

O Objective: minimizing the cumulative pseudo regret over T rounds.

2. Optimal Graph Search with Bandit [2]:

d In each round t € [T], the learner aims to choose one graph G; € G, from a fixed graph domain G.
Reward generated by r, = h(G;) + €.

O Objective: minimizing the cumulative pseudo regret over T rounds.

U Application example: material designing, drug search.

-107 1. Kong et.al., Simultaneously Learning Stochastic and Adversarial Bandits with General Graph Feedback. ICML 2022.
2. Kassraie et al., Graph Neural Network Bandits. NeurlPS 2022.




Roadmap

Introduction

« Challenges

Online Clustering of Bandits

~ « Clustering of Linear Bandits
e Clustering of Neural Bandits

Graph Bandit Learning with Collaboration
« User side: Graph Neural Bandits
™ « Arm side: Neural Bandit with Arm Group Graph

o Other Scenarios: Bandit Learning with Graph Feedback
& Online Graph Classification with Neural Bandit

Bandits for Combo Recommendation
e Multi-facet Contextual Bandits
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Motivated Case: Promotion Campaign

Snack 1
: ‘ Snacks
. unknown
Snack n_1 /

Beverages

~ Snack* O
Beverage 1
(o] A _
‘\0*‘ .

©® — » J Beverage* L. »
X
Beverage n_2

Vo ™ Toiletry*

E-commerce

Toiletry 1 Customer
Toiletries U
Overall Feedback
Toiletry n_3
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L0, =

y Armn_2 Arm* (Bandit 3)
Learner %
60( Arm 1 U User
‘ Bandit 3 ‘

Arm 1
‘ Bandit 1 ‘ unknown

Arm n_1

\o
~ Arm* (Bandit 1) ™
Arm 1 O
(o)

Select ‘ Bandit 2 ‘ - » - Arm* (Bandit 2)

Final Reward

Arm n_3 (Overall Feedback)
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Formal Definition of Multi-facet Contextual Bandit : In Round ¢

» Sub-reward Functions (unknown):

» Evaluation Measure: Regret

D ®i—R)

7‘% = h1(x%) (Linear or Non-linear)

r? = hy(xf) Reg = E

= > [HX) - HX)

T{( = hK(xi()

t = =3
Assumtion1: h;(0) =0, Vk / \

Optimal Final Reward Received Final Reward

» Final Reward Function (unknown):

R, =H(r},r% ..,v%) He,| <« Noise

» Goal: Minimize the regret of T rounds.

Expectation: H(X,) = E[R;|X,] = H(r}, 7%, ..., K)

Assumtion2: H is C- Lipschitz continuous.
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MuFasa: Exploitation (Neural Network Model)

As all bandits serve the same user

—_— Shared —>  F(X;;0)
Layers

Estimated Final Reward
(to learn H(X;))

-112 1. Yikun Ban et. al., Multi-facet contextual bandits: A neural network perspective. KDD 2022.




MuFasa: Exploration (Upper Confidence Bound)

> UCB: P (IF (X¢; 0) — H(Xe)| > UCB(Xy)) < 6,

> K selected arms are determined by:
Xy = arg max (T(X,, Ot) + UCB(X;)) .
X', €Sy
Where

S ={(x},....x~, .. .xK) | xF e XK k € [K]},

(all possible combinations of K arms)

-113 1. Yikun Ban et. al., Multi-facet contextual bandits: A neural network perspective. KDD 2022.




MuFasa: Novel Upper Confidence Bound (UCB)

» With the assembled neural framework (MuFasa): 2 —

> With probability at least 1 — §, the UCB holds

1
Xt

xf —>

Fully-Connected —_—
Fully-Connected —_— Shared —> F(Xy;0)
Layers
Estimated Reward
Fully-Connected —

K
|F (X¢;0;) — H(Xy)| < CZ Bk L gF - UCB(X;), where
k=1

5
8 = y1lge (s 6F) [Nl g1 + v2 ()l (s 60) Nmall yra + vays + s

]
8" = nllG(fi; etz)/szllAf—l +r2(PIGHE: 05)/Nmzll -1 + 1173 + 14
t

Error of facet-specific networks

Error of shared network
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Regret Analysis

Reg = E

> R -R)
t

= > HX) - HX)
t

> After T rounds, with probability at least 1 — 4,

Reg <(CK + l)ﬁz\/flog(l +T/A)+1/A+1

. (\/(1'5_ 2) log ((A +D)A +K)) +1/A + 1125 4 2) +2(CK +1),

A

O ((K + 1)VT) O(NT)

- 115 1. Yikun Ban et. al., Multi-facet contextual bandits: A neural network perspective. KDD 2022. E




All Sub-rewards Available (Different Final Reward Function
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Figure: Regret comparison on Mnist+NotMnist with H. Figure: Regret comparison on Mnist+NotMnist with H.

1 2
Hy(vec(r)) = r} +r Hy(vec(ry)) = 2ry +ry.

Observation: Insights:

> >
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Partial Sub-rewards Available
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Figure: Regret comparison on Yelp with different reward

Figure: Regret comparison on Mnist+NotMnist with different
availability.

reward availability.

Observation:

>
>

- 117

1. Yikun Ban et. al., Multi-facet contextual bandits: A neural network perspective. KDD 2022.




Tutorial Roadmap

Collaborative Bandits

Linear/Neural
Contextual Bandits

Future Trends
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Trustworthy Exploration: Transparency

Q: Can we have a transparent exploration with clear

rationales and explanations? Exploitation G Exploration

> Black Box !

O More exploration models based on neural networks (Black Box). E.g. [Ban et al. ICLR 2022]

S B

Probability Density

O Bayesian Bandits/RL.
O Causal Bandits/RL.

A%

iR

~
: e

Causal Inference

0.0
-40 -30 -20 -1o 0 1o 20 30
Standard Deviations from the Mean

Statistics

=119 1. Castelvecchi, Davide. "Can we open the black box of Al?." Nature News 538.7623 (2016): 20.



Trustworthy Exploration: Fairness

Q: How to ensure fairness in the context of exploration?

» Challenges:
O Non-lID data.
O balance required between exploration power and fairness.

> Future Directions:

A Derive fairness confidence interval for exploration.

O Fairness Regularization.

Group Fairness [1]

-120 1. Joseph, Matthew, et al. "Fairness in learning: Classic and contextual bandits." NeurlPS 2016.
2. Kang, Jian, et al. "Multifair: Multi-group fairness in machine learning." Bigdata 2021.




Trustworthy Exploration: Privacy

Q: Can we have an exploration strategy preserving

privacy? °

O Privacy-preserving exploration methods.

User Privacy

) 5
O Federated Bandits/RL. /_ f \\
&

&

Server coordinating
the training of a
global Al model

Devices with
local Al models

Federated Learning

- 121 1. Zhang, Chen, et al. "A survey on federated learning." Knowledge-Based Systems 216 (2021): 106775.
2. Dai, Zhongxiang, et al. "Federated neural bandits." ICLR 2023.

=




Customized Exploration: Large Language Model

SAR La

Exploit @ = Exploit
| [ 4
: - 7

Explore Explore

Response 3

Prompt 3

(1) Prompting with Exploration (2) Answering with User-specific Exploration

Large Language Model

(3) Fine-tuning with Exploration
Lin, Xiaogiang, et al. "Use your INSTINCT: instruction optimization using neural bandits coupled with transformers." ICML 2024.
Chen, Zekai, et al. "Online Personalizing White-box LLMs Generation with Neural Bandits." arXiv preprint arXiv:2404.16115 (2024). I

Képf, Andreas, et al. "Openassistant conversations-democratizing large language model alignment." NeurlPS 2023.
Rafailov, Rafael, et al. "Direct preference optimization: Your language model is secretly a reward model." NeurlPS 2023.
Zhang, Qingru, et al. "Platon: Pruning large transformer models with upper confidence bound of weight importance." ICML 2022.
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