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Graphs

Graphs are general language for describing and
analyzing entities with relations/interactions
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Graph v.s Language

Massive amounts of information Complex relational semantics
* Social networks * Proteins

e Recommendation  Molecules

e Spatio-temporal prediction  Heterogeneous graphs



Graph + LLMs
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GNN as Prefix

GNN->LLM
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About Me (Jiabin Tang)

* First-year Ph.D. student majoring in Data Science at The
University of Hong Kong, supervised by Dr. Chao Huang.

* Research Interests:
» Large Language Models and other AIGC techniques
» Graph Learning, Trustworthy Machine Learning

> Deep Learning Applications, e.g., Spatio-Temporal Mining and
Recommendation
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GNN as Prefix

* Node-level Tokenization: retain the unique structural
representation of each node as much as possible

* Graph-level Tokenization: abstracts node representations
into unified graph representations through various "pooling”

O e rati O n S Node-level Tokenization )—' Sﬁ iré}rlg)?[%?]’ éﬁGP TT[‘[lggi (Gl () J
p —(GNNS as Prefix
Graph-level Tokenization }—' g RphLLM [[ ) 9]GI(;I;II\I/)[ [1 45 I 15401 E4 [, dnerigrrfivial ) ]
’ ; N ode-level
: : This node ..
I

[ LLMs ]
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' 1 node What is this node?

_______________________________
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Node-level Tokenization

 Motivation:

»>make the LLM understand fine-grained node-level structural
information and distinguish relationships

»each node of the graph structure is input into the LLM

— GprahGPT [46], HiGPT [47], GraphTranslator [63],
Node-level Tokenization )_(Uni Graph [20], GIMLET [66] J
—(GNNS as Prefix

’ " | Node-level :
! L This node ...
I | I
Graphs | [ LM
I I

p i !
I

O—rooDm

. node What is this node? :

(c%)OGNNs
a | 12

_________________________




GNN as Prefix: GraphGPT
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* GraphGPT: Graph Instruction Tuning for Large Language
Models (SIGIR’24)

* Backgrounds:

>RQ1:
>RQ2:
>RQ3:

ow can we feed graph structures into LLMs?
ow can we empower LLMs to understand graph structures?

ow to endow LLMs with the ability to reason step-by-step for

zero-shot complex graph learning tasks.

LIM’' s Response:
Based on the
given
information,

-

Human Question:

Given a citation LLM
graph ..

13
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GraphGPT: RQ1

* RQ1: How can we feed graph structures into LLMs?
> Without Graph Structure i s T Tovir LractsTom b nmroed 35 4 pomnTar TeTam

Title: TiM-DNN: Ternary in-Memory accelerator for Deep Neural Networks
Question: Which arXiv CS sub-category does this paper belong to? ..

v fail when interdisciplinary field output:
Therefore, the mest likely category for this paper is EEEER .
> Text-based Graph J

(b) ChatGPT with Node Content and Token Length: 4649
v fail When interdiSCiplinary field Abstract: The use of lower precision has emerged as a popular technique ..

Input: Text-based Graph Structure
Title: TiM-DNN: Ternary in-Memory accelerator for Deep Neural Networks

With it as central node (paper 0), a citation graph can be constructed.

v unacceptably Iong tOken Iength The 1ist of neighbors: Paper 1: .0, .., Paper 102:

The citation relations: Paper 0 cites Paper 1, .. , .. cites Paper 102.

Question: Which arXiv CS sub-category does this paper belong to? ..
> GraphGPT

Based on the title and Abstract, the paper is likely to belong:
1. @8WAR (Hardware Architecture)
Q 0O

v effectively learning from graph e roren Tongen: 750 |

Input:
Given a citation graph: <gr;ph> where the Oth node is the—target—paper;
‘/ ContrO”able token Iength with the following information:

Abstract: The use of lower precision has emerged as a popular technique ..
Title: TiM-DNN: Ternary in-Memory accelerator for Deep Neural Networks
Question: Which arXiv CS sub-category does this paper belong to? ..
Output:
Based on the title and abstract, we can identify the follow1ng Cs 5‘.‘
sub-categories that are most likely to be relevant:1.

m cs.LG, Machine Learning

&
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* RQ1: How can we feed graph structures into LLMs?
> Graph is a sequence of “graph tokens”

Language Tokens

AR -
BT onstrvces

B (vocerext
2-hop Neighbor

. AAlignment
- »¥ ) Projector
Text-Grounded

6] e Structural Encoder ﬁ
' ﬁ [Instruct]
/ Input Graphs from
=

Multiple Domains

. \ Pu blmed
Cardiovascular
Large Language

complications are /
amazon
Models (LLMs)

the primary... arXiv

Structural Information Encoding

Graph Tokens

m Central Node

1-hop Neighbor

ATuned

Frozen

[Graph]

! Text
1 Attributes

Vicuna

‘e’ Llama

Human Instruct a4 A

Given a sequence of graph tokens <Graph>... Here is a list
of node text: <NodeTexts> Please reorder the list of
texts according to the order of graph tokens.

ﬁ T 7-<

A clinical

observation that
confirms...

In security

Graph Tokens | | ms m\ / sensitive apps, it
O ,/ s essential that...
\/
Text A é\‘\ We show a tight
i | 4 | bound of
Attributes : m : \%“r’:;gaogrr\lthoem
Instruct Tunin O~
g 0\

________________l.LlVI_Rgsgonse_[ LM
1
Based on the information, we obtain the matchlng as
follows: Graph token 1 corresponds to... Graph token 1
2 corresponds to... Graph token 3 corresponds to... "

Self-Supervised Instruction Tuning

Human Instruct & f
Given a sequence of graph tokens <Graph>. The first
token represents the central node of the subgraph. The
remaining represent the first and second order
neighbors... <NodeTexts> Which category does this
node belong to? Please think in a step-by-step manner

and provide your reasoning.

dercry

LLMs

o eere
@

Graph Tokens A .
H classification :Imkpredlctlon
w1 |
Eiompts nstruct Tuning + Task Disti atlog\

To determine the categorization, we consider the
specific topics in the text. First, it involves... Second,
there is evidence that... Finally, this node is about...,
which can be categorized into...

Task-Specific Instruction Tuning

\————-ﬁ
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Text-Graph Grounding

* [nitializing graph encoder with natural language alignment

I = (g ()g? (D7) - exp(r)

1 Language Tokens
T Graph Tokens
L - Z _Ai (CE(rl’ Y) i CE(F[ ’ Y)) BETTT ] cenvalNode AR (-
2 ATunEd 1 = -ﬂ [Instruct]
i T 1-hop Neighbor
Frozen -—|T| — [NodeText]

. 2-hop Neighbor
P Ig. AAlignment
] .
Lo g Projector [Graph]
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I<= Structural Encoder m

N- [Instruct]
> " Input Graphs from m

: -
/ i i [eos]
/o Text Multiple Domains
/  Attributes
C N PubliQed 3>
rdiovascular @ s
/ oy

complications are ‘m &
the primary... arXiy  amazon Large Language

.‘ Models (LLMs)

Structural Information Encoding

TeXt Attribute > Transformer
L
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Self-Supervised
Instruction Tuning (RQ 2)
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* let LLM match the graph tokens with the corresponding
natural language content in the prompt.

Graph Information: <graph>: Central Node: 68442, Edge index:

[[..src node..], [..dst node..]], Node list: [..] Human Instruct g
Human Question: Given a sequence of graph tokens <graph> that Given a sequence of graph tokens <Graph>... Here is a list
constitute a subgraph of a citation graph, ... Here is a list of node text: <NodeTexts> Please reorder the list of
of paper titles: 1. .. 2. .., please reorder the list of papers texts according to the order of graph tokens.

according to the order of graph tokens.

A clinical

observation that
confirms...

Llama

derry

Graph Tokens LLMs

In security
+ sensitive apps, it
is essential that...

\
6 ', Weshowatight

1111  Jower bound of
u...l : lower bound o
1

%‘ ? Vicuna

[Instruct]

L

4
/

Lightweight Alignment

Text
Attributes

Language Tokens

BT tanstruces

O (vocerext)
mAlignment
W ¥ Projector [Graph]

\Omega on the...

GraphGPT Response: Based on the given graph tokens and the | = = @ oo e - -2V

list of paper titles, we obtain the matching of graph tokens Based on the information, we obtain the matching as

and papers: Graph token 1 corresponds to smt based induction follows: Graph token 1 corresponds to... Graph token
. 2 corresponds to... Graph token 3 corresponds to...
methods for timed systems. Graph token 2 corresponds to .. | M e e e e e e e e e e ==

Self-Supervised Instruction Tuning

l.arge Language
Models (LLMs)
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Task-Specific
Instruction Tuning (RQ 2)
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* Instruction tuning for downstream tasks.

Graph Information: <graph>: Central Node: 2, Edge index:
[[..src node..], [..dst node..]], Node list: [..]

Human Question: Given a citation graph: <graph> where the 0Oth
node is the target paper, with the following information:
Abstract: .. Title: .. Question: Which arXiv CS sub-category

o

Human Instruct o My

Given a sequence of graph tokens <Graph>. The first
token represents the central node of the subgraph. The
remaining represent the first and second order
neighbors... <NodeTexts> Which category does this
node belong to? Please think in a step-by-step manner

and provide your reasoning.

does this paper belong to?

Graph Information: <graph>: Central Node 1: 8471, Edge index
l: [[..sxc node..], [..dst node..]], Node list 1l: [..] <graph>:
Central Node 2: 19368, Edge index 2: [[..src node..], [..dst
node..]], Node list 2: [..]

Human Question: Given a sequence of graph tokens: <graph>
that constitute a subgraph of a citation graph,

® o
LLMs 0 . . ? .
" ¢ o

Abstract: .. Titile: .. and the other sequence of graph tokens: i classification | link prediction
L e e
<graph>, .. Abstract: .. Title: .., are these two central nodes CoT mﬁdewmm+TnkNQMmm
1 \AJ " " " Prompts %\
| connected? Give me an answer of "yes" or "no". o~

LLM Response \_‘{_L_L_M

GraphGPT Response: cs.IT, c¢cs.LG, c¢s.SP, cs.CV, cs.NA. The l' To determine the categorization, we consider the
paper discusses the Restricted Isometry ... So, it is likely 1 specific topics in the text. First, it involves... Second,
to belong to cs.IT I there is evidence that... Finally, this node is about...,
T : which can be categorized into...

- - - e - - e e e - e e e e o e e

Task-Specific Instruction Tuning

- — -
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Chain-of-Thought (CoT)
Distillation (RQ 3)

* Distilling reasoning capabilities from a powerful model
(ChatGPT) through the Chain-of-Thought (CoT).

> What is COT? - ... Please think step by step.

Ol

Human Instruct @ My
Given a sequence of graph tokens <Graph>. The first
token represents the central node of the subgraph. The

remaining represent the first and second order
neighbors... <NodeTexts> Which category does this @ POWG rfU I yet C I Osed 'SO U rce a n d COSt
node belong to? Please think in manner

and provide your reasoning.

== & @
"" J I ? [ ] ] u
Graph Tokens E\’> o. ‘ .‘ . COT DlStl I Iatlon

classification : link prediction

1
CoT =~ 7

jﬁ ?ﬁ ' % ‘2% j( %
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Prompts Instruct Tuning + Task Distilla?g\
o=
_________________ LLM Response (4 L _L. M o7
’ . s, . \ . - 11 7
To determine the categorization, we consider the “ B | I | | |
| & 1 -—
1 specific topics in the text. First, it involves... Second, 7 I ng htwelg ht yet nOt S a

I there is evidence that... Finally, this node is about..., 1

I . . . 1

\ Which can be categorized into... 3

Task-Specific Instruction Tuning
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ENTTA-ET IS

* Outperform SOTA not only Supervised but Zero-shot
settings. First !!

Dataset Arxiv-Arxiv Arxiv-PubMed Arxiv-Cora (Arxiv+PubMed)-Cora | (Arxiv+PubMed)-Arxiv

Model Accuracy Macro-F1 acc Macro-F1 | Accuracy Macro-F1 | Accuracy Macro-F1 | Accuracy  Macro-F1
MLP 0.5179 0.2536 0.3940 0.1885 0.0258 0.0037 0.0220 0.0006 0.2127 0.0145
GraphSAGE 0.5480 0.3290 0.3950 0.1939 0.0328 0.0132 0.0132 0.0029 0.1281 0.0129
GCN 0.5267 0.3202 0.3940 0.1884 0.0214 0.0088 0.0187 0.0032 0.0122 0.0008
GAT 0.5332 0.3118 0.3940 0.1884 0.0167 0.0110 0.0161 0.0057 0.1707 0.0285
RevGNN 0.5474 0.3240 0.4440 0.3046 0.0272 0.0101 0.0217 0.0016 0.1309 0.0126
DGI 0.5059 0.2787 0.3991 0.1905 0.0205 0.0011 0.0205 0.0011 0.5059 0.2787
GKD 0.5570 0.1595 0.3645 0.2561 0.0470 0.0093 0.0406 0.0037 0.2089 0.0179
GLNN 0.6088 0.3757 0.4298 0.3182 0.0267 0.0115 0.0182 0.0092 0.3373 0.1115
NodeFormer 0.5922 0.3328 0.2064 0.1678 0.0152 0.0065 0.0144 0.0053 0.2713 0.0855
DIFFormer 0.5986 0.3355 0.2959 0.2503 0.0161 0.0094 0.0100 0.0007 0.1637 0.0234
baichuan-7B 0.0946 0.0363 0.4642 0.3876 0.0405 0.0469 0.0405 0.0469 0.0946 0.0363
vicuna-7B-v1.1 0.2657 0.1375 0.5251 0.4831 0.1090 0.0970 0.1090 0.0970 0.2657 0.1375
vicuna-7B-v1.5 0.4962 0.1853 0.6351 0.5231 0.1489 0.1213 0.1489 0.1213 0.4962 0.1853
GraphGPT-7B-v1.1-cot 0.4913 0.1728 0.6103 0.5982 0.1145 0.1016 0.1250 0.0962 0.4853 0.2102
GraphGPT-7B-v1.5-stage2 0.7511 0.5600 0.6484 0.5634 0.0813 0.0713 0.0934 0.0978 0.6278 0.2538
GraphGPT-7B-v1.5-std 0.6258 0.2622 0.7011 0.6491 0.1256 0.0819 0.1501 0.0936 0.6390 0.2652
GraphGPT-7B-v1.5-cot 0.5759 0.2276 0.5213 0.4816 0.1813 0.1272 0.1647 0.1326 0.6476 0.2854
p-val 2.26e=°  156e~10 | 222¢77 155¢77 | 1.04e”°  9.96e7° | 7.62e7%  1.97¢77 1.5~ 13 4.63¢~°
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Experimental Results

* Generalization Ability Investigation.
»>More Data Boost Model Transfer Ability

> M O r e D at a Yet N O F O r etti n Dataset Supervision. on Arxiv | Zero Shot on Cora
g g Model Acc Macro-F1 Acc  Macro-F1

. ] MLP 0.5179 0.2536 0.0220  0.0006

> (Generalization for GraphSAGE 05480 03290 | 00132  0.0029

GCN 0.5267 0.3202 0.0187  0.0032

. . GAT 0.5332 0.3118 0.0161  0.0057

M § |t|taS k| ng Graph Lea rner RvGNN 0.5474 0.3240 0.0217  0.0016

DGI 0.5059 0.2787 0.0205  0.0011

Dataset PubMed GKD 0.5570 0.1595 0.0406  0.0037

Model AUC AP GLNN 0.6088 0.3757 0.0182  0.0092

MLP 0.5583 0.5833 NodeFormer 0.5922 0.3328 0.0144 0.0053

GAT 05606  0.6373 DIFFormer 0.5986 0.3355 0.0100  0.0007

RevGNN 04538  0.5083 vicuna-7B-v1.1 0.2657 0.1375 0.1090  0.0970

Node2Vec 0.6535 0.6885 .Vlcuna-ZB-vl.S 0.4962 0.1853 0.1489 0.1213

: Arxiv-std + PubMed-std 0.6390 0.2652 0.1501 _ 0.0936

w/o Link 0.5010  0.5005 Arxiv-cot + PubMed-cot 0.6476  0.2854 0.1647  0.1326

only Link 0.6704  0.6087 Arxiv-mix + PubMed-mix 0.6139 0.2772 0.1544  0.1048

Arxiv-std + PubMed-std + Link | 0.8246 0.8026 Arxiv-std + PubMed-std + Link | 0.5931 0.2238 0.1847  0.1579

Arxiv-mix + PubMed-mix + Link | 0.6451 0.5886 Arxiv-mix + Pubmed-mix + Link | 0.6874 0.3761 0.1836  0.1494

21
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Experimental Results

* Model Case Study.

Title: TiM-DNN: Ternary in-Memory accelerator for Deep Neural Networks. (with 102 first-order and second-order neighbors)

Ground-Truth Category: cs.LG, Machine Learning

ChatGPT (Node Content Only): cs.AR, cs.Al cs.SY, cs.ET, cs.NE. The paper presents a hardware accelerator for deep neural networks (DNNs) that is
specifically designed to execute ternary DNNs, which represent weights and activations by signed ternary values. Therefore, the most likely category for
this paper is cs.AR (Hardware Architecture), which focuses on the design and analysis of hardware and systems for Al and machine learning applications.
The paper also involves the optimization of compute and storage requirements of DNNs, which falls under the category of cs.Al (Artificial Intelligence).
Additionally, the paper proposes a programmable, in-memory accelerator, which is a type of embedded system, and therefore, it could be categorized
under cs.SY (Systems and Control). Furthermore, the paper discusses the use of ternary values for DNNs, which is an emerging technique to optimize the
compute and storage requirements of DNNs, and therefore, it could be categorized under cs.ET (Emerging Technologies). Lastly, the paper proposes a new
bit-cell called Ternary Processing Cells (TPCs), which could be categorized under cs.NE (Neural and Evolutionary Computing).

ChatGPT (Node Content and Text-based Graph Structure): Based on the title "TiM-DNN: Ternary In-Memory Accelerator for Deep Neural Networks",
the paper is likely to belong to the following arXiv CS sub-categories: 1. cs.AR (Hardware Architecture): The paper proposes a hardware accelerator,
TiM-DNN, specifically designed for executing ternary deep neural networks. This falls under the domain of hardware architecture research. 2. cs.NE
(Neural and Evolutionary Computing): The paper focuses on accelerating deep neural networks, which is a topic within the field of neural and evolutionary
computing. 3. ¢s.CV (Computer Vision and Pattern Recognition): Deep neural networks are widely used in computer vision tasks, and the TiM-DNN
accelerator could potentially be applied to accelerate computer vision algorithms. 4. ¢s.SY (Systems and Control): The TiM-DNN accelerator is a system-level
solution for accelerating deep neural networks, so it could be categorized under systems and control research. 5. ¢s.DC (Distributed, Parallel, and Cluster
Computing): While the paper does not explicitly mention distributed or parallel computing, the TIM-DNN accelerator is designed to optimize the compute
and storage requirements of deep neural networks, which are often executed on distributed or parallel computing systems.

GraphGPT: Based on the title and abstract of the paper, we can identify the following arXiv CS sub-categories that are most likely to be relevant:
1. ¢s.LG (Machine Learning): This sub-category is relevant because the paper discusses the use of ternary
DNN s for language modeling and image classification, which are both tasks that involve learning. 2. cs.Al
(Artificial Intelligence): This sub-category is relevant because the paper proposes a new accelerator for DNNs,
which is designed to optimize the compute and storage requirements of complex DNNs. 3. ¢s.NE (Numerical
Analysis): This sub-category is relevant because the paper discusses the use of ternary DNNs, which involve
signed ternary values, and the use of TiM tiles, which are specialized memory arrays that perform massively
parallel signed vector-matrix multiplications on ternary values. 4. ¢s.SY (Systems and Control Theory): This
sub-category is relevant because the paper discusses the implementation of TiM-DNN in 32nm technology
using an architectural simulator calibrated with SPICE simulations and RTL synthesis. 5. cs.AR (Hardware
Architecture): This sub-category is relevant because the paper proposes a new accelerator for DNNs, which 22
is designed to be programmable and in-memory.




More Details

* More details could be found as below:
> Project page: htips://graphgpt.github.io/ (QR code:
> Paper: https://arxiv.org/abs/2310.13023
» Code: https://qgithub.com/HKUDS/GraphGPT
> Huggingface: Jiabin99/GraphGPT-7B-mix-all

© Star History

November  December 2024 February March April May 23
Date i .com


https://graphgpt.github.io/
https://arxiv.org/abs/2310.13023
https://github.com/HKUDS/GraphGPT
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GNN as Prefix: HIGPT

* HIGPT: Heterogeneous Graph Language Model

* Backgrounds:

>Heterogeneous Graphs: G(V,E,A,7,R,X) , where T and R
signify the types of nodes and edges. X = {Xr, € RIVn!xdn}
contains attributes associated with each node.

»Meta Relation: a representation of the |
relationship between different types of nodes ™ Qi 93“\:7’3‘ _o@
connected by an edge. — Q-—zi“.;e.: -

> Meta relation e = (w,0) < r(u),p(e),7(v) > .., - |

-

| -,
|

|

|

|

(a) Node Type (b) Heterogeneous Graph 24



GNN as Prefix: HIGPT

* Challenges:

»RQ1: How can we deal with relation type heterogeneity shift
across different heterogeneous graphs (One HG Model for All)?

»RQ2: How can LLMs understand complex heterogeneous graph
structures (node- and edge-types, structures)?

»RQ3: How to address data scarcity for model fine-tuning for
heterogeneous graph learning (few-shot, zero-shot).

N One Model for Any Heterogeneous

Graph with Few Supervised Signals

25



GNN as Prefix: HIGPT
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* Overview of HiGPT:

- ~ ‘

Input
Heterogeneous Graph

mob § ©

Heterogeneous Graph Corpus

,-> “This node represents a movie”
’

LMs
Sentence-BERT

—>

Language-Enriched Heterogeneity

Adaptive Parameterized
Heterogeneity Projector

Representation X L
HGT Layers
LLM & Graph Het Graph
o procr | M e gy
icuna
;;%g: B0 - | ¢
Nodes of type 1 Nodes of type 2
B W B

Human instructions with graph tokens <Graph>

Heterogeneous Graph Tokens

This node represents a movie

/
o W
________ J oy - . . .
\ / s \\"b This node is categorized as a director
. / - \
\ ¥ - N\,

HiIGPT <«

(a) Heterogeneous Relation Awareness

This node is an actor

This node indicates Stanley Kubrick

«

This node is Alfred Hitchcock

(b) Homogenous Relation Awareness

4 __-_—_-' a. Node-level b. Edge-level
Tl ] .—ll Infere'qgg,, ‘S.  Inference
Ll B
a_=u HiGPT f

Instruct

(c) Heterogeneity-aware Fine-Tuning
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GNN as Prefix: HIGPT

 In-Context Heterogeneous Graph Tokenizer (RQ1):

»Graph Tokenization with Meta Projector
v Graph Tokenization: with a Heterogeneous graph G(V,&E,A, 7, R, X) ,
H = HG-Tokenizer(X, A) , where X = {XT, € RV leT"}

+»HG-Tokenizer be implemented using various backbone HGNN, e.g. HGT.
v Message Propagation and Aggregation of HGT:

() _

hy (Attention (u, e,v) - Message (u, e,v) Attention (u, e, )
VuEN(v)
(1) _ g7(0) 7 (I-1) t(u) (1 (I-1)\ yrP(e) =7(v) (1 (I-1)
h, h, = Soft h,, W7 h,
=757 (o (")) + so 1 75 (17 ) WEORG (1)

_wr(o) 7(1) 7(v)  p(-1)
= wl ( (h )) + b h() Message (u, e, U) — ” T"(;;(u) (hgl—l)) W’,g(e)

i€[1,h]
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GNN as Prefix: HIGPT

 In-Context Heterogeneous Graph Tokenizer (RQ1):

»Graph Tokenization with Meta Projector
v Adaptive Parameterized Heterogeneity

Q; = {W;.[(U); b:’(v)} = Fo (TT(U)) : W’f(e) = F6 (Tp(e))

Node-aware parameters Edge-aware parameters

v Language-Enriched Heterogeneity Representation

T7(?) = Mean-Pooling (Sentence-BERT (ST(”))) g("movie®,"to","director”) _
) "The movie is directed by the director",

TP(¢) = Mean-Pooling (Sentence-BERT (Sp (e)) _ _ , ,
"The film features direction by the director",---}
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 In-Context Heterogeneous Graph Tokenizer (RQ1):
»Lightweight Text-Graph Contrastive Alignment

H = norm (HG-Tokenizer (X)), T = norm (LM-Tokenizer (C))
L= (CE(Ay) +CE(AT,y)), A = (HIT) - exp(o)

.'\./ '.
o0 — VY

———
\
~
~@

— I<m
IText Attribute S Transformer ::=

I
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GNN as Prefix: HIGPT

* Heterogeneous Graph Instruction Tuning (RQ2):

»>Instruction Tuning with Heterogeneous Graph Corpus:
v Heterogeneous Relation Awareness: inter-type token matching.
v Homogeneous Relation Awareness: intra-type matching.

< This node represents a movie

(a) Heterogeneous Instruction Pre-training ‘\ v
Given a heterogeneous graph about movies, there are 3 types of nodes: <DESC>. By performing :::::"-'\:“5 This node is categorized as a director
random sampling, a heterogeneous subgraph is obtained. Separately nodes of different types o .
HIGPT € | 7415 node is an HEESH

are: 1. <graph>, 2. <graph=-... Please sequentially provide the types for the node sequences.

(b) Homogenous Instruction Pre-training (a) Heterogeneous Relation Awareness

Given a heterogeneous graph about papers, there are 4 types of nodes: <DESC=. ..., a heteroge- 4 This node indicates Stanley Kubrick
neous subgraph is obtained. The nodes for "paper” are: <graph=. Also, a list of textual descriptions - ,/
for the papers are: <DESC=>. Please reorder the text list based on the order of graph tokens. \‘\_:_-"'__y This node represents Ang Lee

Prompt Templates <
HiGPT This node is Alfred Hitchcock

(b) Homogenous Relation Awareness
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GNN as Prefix: HIGPT

* Heterogeneous Graph Instruction Tuning (RQ2):

»Heterogeneity-aware Fine-Tuning:
v customize the reasoning abilities of LLMs for specific downstream tasks.

. . _ o a. Node-level b. Edge-level
(c) Heterogeneous Supervised Fine-Tuning i i i—||' |nfere,|~!s;‘e ~. Inference
’

\ ~
Given a heterogeneous graph about movies, there are 3 types of nodes: <DESC>. ..., a heteroge- = R ------- '\ A ‘s.

neous subgraph is obtained. There are nodes of different types: "movie" nodes: <graph>, <DESC> i— . .
where the 0-th node is the central node. "actor” nodes: <graph=; : . Which HIGPT
of the following classes does this movie belong to action, comedy, drama? Instruct

(c) Heterogeneity-aware Fine-Tuning
Prompt Templates
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GNN as Prefix: HIGPT

* Mixture-of-Thought (MoT) for Graph Instruction

Augmentation (RQ3):

»Mixture-of-Thought (MoT) Prompting:

v Chain-of-Thought (CoT)

v Tree-of-Thought (ToT)

v PanelGPT

v Generated Knowledge
Prompting (GKP)

>Instruction Augmentation
with Priori Knowledge

Human Question Ground Truth
Imagine that you made Imagine three different Imagine that three
the correct choice and experts are answering experts are discussing
proceed with step-by- question, then share it the question with a
step reasoning... Mithithe groups panel discussion...
CoT Simulation ToT Simulation Panel Simulation
Human Question Ground Truth [ Reasoning ]

Please generate some knowledge that can assist in formulating the answer.
Imagine that you are at the correct answer based on the provided information
and knowledge, and present step-by-step reasoning.

GKP Simulation

Human Question Knowledge Ground Truth Reasoning ]
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GNN as Prefix: HIGPT

* Mixture-of-Thought (MoT) for Graph Instruction
Augmentation (RQ3):
»>Mixture-of-Thought (MoT) Prompting:
»Instruction Augmentation with Priori Knowledge

I have a question as below: {Human Question} ; and the answer is {Ground Truth} , {MoT Simulations}.
CoT Simulations: Imagine that you made the correct choice and proceed with step-by-step reasoning. Using the following format: Answer: ..Reason:
ToT Simulations: Imagine three different experts are answering question. All experts will write down 1 step of their thinking, then share it w1th
the group. Then experts will go on to the next step. If any expert realizes they're wrong then they leave. Finally they make the correct choice.
Panel Simulations: Imagine that 3 experts are discussing the question with a panel discussion, trying to solve it step by step to make sure the
result is correct and avoid penalty. And finally they make the correct choice.

_ {Answer&Reasoning} _ {Human Question} = {Answer&Reasoning}

GKP Simulations: Please generate some knowledge that can assist in formulating an answer, including, ... Imagine that you have arrived at the
correct answer based on the provided information and knowledge, and present a step-by-step reasoning.

_ {Knowledge}+{Answer&Reasoning} _ {Human Question}+{Knowledge} > {Answer&Reasoning}
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* Supervised and Zero-shot Performance Comparison:

Datasets Metric | train-on test-on SAGE GAT HAN HGT HetGNN DMGI HGMAE HeCo HiGPT-std HiGPT-cot
IMDB-1 | IMDB-1000 | 0.4663£0.0025 0.4567+0.0122 0.489020.0271 0.4977+0.0186 0479000134  0.4570£0.0126 0.3609+0.0145 0.38740.0159 | 0.5090+0.0073  0.53600.0065

Mipy | IMDB-S | IMDB-1000 | 0.5010£0.0051 0.5170£0.0029 0.4840£0.0094 0.5003+0.0093 0.5020:0.0045 0.4413£00173 03652£0.0062 0.3385:0.0169 | 0.6180+0.0027 0.6320:0.0085
IMDB-20 | IMDB-1000 | 0.5930+0.0093 0.6117+0.0012 0.5763+0.0046 0.5750+0.0065 0.5957+0.0054  0.5497+0.0256 0.4107+0.0106 0.3781+0.0148 | 0.6090+0.0255 0.6440+0.0075

IMDB-40 | IMDB-1000 | 0.6170+0.0112 0.6261+0.0015 0.6198+0.0025 0.5923+0.0040 0.6177+0.0046  0.5813+0.0033 0.3946+0.0067 0.3927+0.0134 | 0.6260+0.0057 0.6280+0.0071

IMDB-1 | IMDB-1000 | 0.4425+0.0068 0.3974+0.0183 0.422920.0104 0.402020.0112 0.44560.0036 _ 0.4083+0.0288 0.357320.0117 0.402320.0137 | 0.4986=0.0141 0.5247-0.0061

Suvervised | Mapy | IMDB-5 | IMDB-1000 | 0.4613+0.0086 0.4767+0.0098 0.4695:0.0037 0.4676£00153 0.4677£0.0145 04254+0.0124 03500£0.0080 03468200213 | 0.611120.0091  0.6243:0.0060
upervise 30 | IMDB-20 | IMDB-1000 | 0.5953£0.0095 0.6121+£0.0024 0.5756+0.0051 0.5723+0.0056 0.5969+0.0055 0.5495+0.0270 0.4065+0.0089 0.3904+0.0172 | 0.6068+0.0146 0.6398-0.0083
IMDB-40 | IMDB-1000 | 0.6182+0.0107 0.6254+0.0009 0.6224+0.0057 0.5909+0.0068 0.6234+0.0038  0.5786+0.0064 0.3866+0.0072 0.3988+0.0147 | 0.6265+0.0090  0.6237+0.0059

IMDB-1 | IMDB-1000 | 0.6079£0.0061 0.615120.0065 0.623420.0252 0.6249+0.0170 _ 0.61070.0075 _ 0.5780£0.0130 0.5274=0.0058 0.571220.0099 | 0.6565+0.0146  0.6685=0.0037

Auc | IMDB-5 | IMDB-1000 | 0.6309£0.0049 0.6372£0.0012 0.6102£0.0059 0.619740.0152 0.629040.0022 0.583240.0132 0.52620.0041 0.50670.0228 | 0.7308£0.0125 0.73100.0086
IMDB-20 | IMDB-1000 | 0.6976+0.0064 0.7122+0.0020 0.6815+0.0052 0.6801+£0.0048  0.7005+0.0030  0.6657+0.0179 0.5766+0.0064 0.5541+0.0145 | 0.7227+0.0034  0.7424+0.0113

IMDB-40 | IMDB-1000 | 0.7171£0.0069 0.7210£0.0014 0.7204+0.0015 0.6970+0.0060  0.7145+0.0035  0.6860+0.0027 0.5488+0.0049 0.56530.0105 | 0.7323+0.0036 0.7331+0.0074

IMDB-1 | DBLP-1000 | 0.2353£0.0372 0.1893£0.0373 0.265320.0203 0.2573+0.0519  0.2900+0.0638 - - - 0.3180+0.0072 _ 0.3500+0.0073

Mipy | IMDB-5 | DBLP-1000 | 0260700082 0.2737£00176 0.2577+0.0094 0.2453+0.0458  0.2427:0.0452 - - - 0.3180+0.0044  0.3620+0.0047

FL 1 IMDB-20 | DBLP-1000 | 0.281040.0289 0.2780£0.0033 0.2710£0.0000 0.2803+0.0208  0.2333+0.0353 - - - 0.3840+0.0088  0.4180+0.0083

IMDB-40 | DBLP-1000 | 0.2400+0.0324 0.2847+0.0053 0.2710+0.0000 0.2937+0.0005  0.20270.0345 - - - 0.3320+0.0087  0.3630+0.0045

IMDB-1 | DBLP-1000 | 0.0963£0.0132 0.1169£0.0089 0.104720.0063 0.1016£0.0169 _ 0.1778%0.0629 - - - 0.2048+0.0068 _ 0.2472%0.0070

Mapy | IMDB-5 | DBLP-1000 | 0.1042£0.0028 0.1291£0.0145 0.102420.0030 01138200296 0.0971+0.0148 - - - 0.1917+0.0046  0.2773+0.0085

40 | IMDB-20 | DBLP-1000 | 0.1448+0.0573 0.1274+£0.0060 0.1066+0.0000 0.1143£0.0116  0.1008+0.0191 - : : 0.3142+0.0074  0.3733+0.0051

IMDB-40 | DBLP-1000 | 0.1068+0.0060 0.1588+0.0078 0.1066+0.0000 0.1268+0.0105  0.0984+0.0161 - - - 0.2331+0.0069  0.2912+0.0056

IMDB-1 | DBLP-1000 | 0.4999+0.0001 0.4513£0.0295 0.5000=0.0000 0.5000+0.0000 _ 0.5206=0.0306 - - - 0.5222+0.0069 _ 0.5406=0.0040

AUC | IMDB-5 | DBLP-1000 | 0.4978+0.0030 0.4908£0.0078 0.5000£0.0000 05031+0.0043 ~ 0.4998:0.0003 - - - 0.5184+0.0081  0.5493+0.0091
IMDB-20 | DBLP-1000 | 0.5154+0.0213 0.4918+0.0020 0.5000+0.0000 0.5011+0.0016  0.4957+0.0060 - : : 0.5669+0.0041  0.5907+0.0089

Jeroch IMDB-40 | DBLP-1000 | 0.5027+0.0031 0.4976+0.0021 0.5000+0.0000 0.5008:0.0006  0.4884::0.0164 - - - 0.5296+0.0070  0.5508+0.0086
ero-shot IMDB-1 | ACM-1000 | 0.3293£0.0418 0.356720.0053 0.3407=0.0111 0.3240£0.0014 _ 0.37430.0434 - - - 0.4160£0.0106 _ 0.4540=0.0089
. IMDB-5 | ACM-1000 | 0.3820+0.0113 0.3787+0.0057 0.3630+0.0086 0.3160+0.0169  0.3583+0.0198 - - - 0.4580+0.0173  0.4880+0.0131

MIFL | MDB-20 | ACM-1000 | 0.280740.0074 0.3013£0.0188 0.3133£0.0031 0.353040.0000 0.2840+0.0226 - - - 0.5080+0.0129  0.5030+0.0064

IMDB-40 | ACM-1000 | 0.3173£0.0005 0.2393+0.0144 0.2697+0.0194 0.3560+0.0099  0.3180+0.0016 - - - 0.4750+0.0149  0.5050+0.0077

IMDB-1 | ACM-1000 | 0.2647+0.0260 0.2908+0.0131 0.225020.0416 0.163120.0005 _ 0.3139+0.0468 - - - 0.3949+0.0078 _ 0.4177+0.0124

Mapy | IMDB-S | ACM-1000 | 0320800130 0300900137 02782200026 0.1969+0.0301 0.3087:0.0225 - - - 0.4336+0.0085  0.4510+0.0114
IMDB-20 | ACM-1000 | 0.2694+0.0091 0.2422+0.0098 0.2412+0.0050 0.2094+0.0501  0.2715+0.0181 - - - 0.4964+0.0075  0.4877+0.0070

IMDB-40 | ACM-1000 | 0.3117+0.0017 0.2141£0.0071 0.2313+0.0132 0.2749+0.0122  0.31440.0017 - - - 0.4176+0.0116  0.4585+0.0089

IMDB-1 | ACM-1000 | 0.4934+0.0247 0.5248+0.0038 0.512820.0086 0.500020.0000 _ 0.5318+0.0295 - - - 0.5672+0.0040 _ 0.5969=0.0082

Auc | IMDB-5 | ACM-1000 | 0.5433£00082 05415£0.0047 0.5282£0.0073 0.4950+0.0134  0.5256+0.0145 - - - 0.5991+0.0103  0.6224+0.0054
IMDB-20 | ACM-1000 | 0.4601+0.0048 0.4772+0.0137 0.4877+0.0029 0.5038+0.0053 0.4625::0.0163q - - - 0.6352+0.0094  0.6318+0.0068

IMDB-40 | ACM-1000 | 0.4867+0.0013 0.4320+0.0108 0.4545+0.0146 0.5148+0.0043  0.48720.0006 - - - 0.6138+0.0047  0.6360+0.0051
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* Graph In-Context Learning:
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»>1-shot Beat 60-shot with Graph ICL

»>Enhanced Transferability with our Graph ICL

>Benefit of Irrelevant Graph Examples

IMDB-ICL-1:
- Given a heterogeneous graph about internet movie.. {Human Question}
A: {Ground Truth Answer&Reasoning}
. Given a heterogeneous graph about internet movie.. {Human Question}
IMDB-ICL-2:
Given a heterogeneous graph about internet movie.. {Human Question}
{Ground Truth Answeré&Reasoning}
Given a heterogeneous graph about internet movie.. {Human Question}
{Ground Truth Answeré&Reasoning}
Given a heterogeneous graph about internet movie.. {Human Question}
ACM-ICL-DBLP:

. Given a heterogeneous academic network graph about computer science
from DBLP website

AY {Ground

. Given a heterogeneous academic network graph about computer science

.. {Human Question}
Truth Answer&Reasoning}

collected from ACM website.. {Human Question}

With Graph
ICL

Without
optimization
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GNN as Prefix: HIGPT

Question: Given a heterogeneous graph about internet movie, there are three types of nodes, namely: movie, actor, director. The relationships (meta paths)
between different nodes include: [movie is directed by director], [movie has actor]. By performing random sampling of 2-hop 10 neighbors centered on the
® C a S e St d ] target movie node, a heterogeneous subgraph is obtained. In the subgraph, "movie" nodes: <graph>, where the 0-th node is the central node that represents a
u y n movie with the following information: Name: Live Free or Die Hard; Director’s name: Len Wiseman; Actors’ names: Bruce Willis[Jonathan Sadowski|Cyril
Raffaelli; Plot keywords: fbilhacker|independence day|police|terrorist; "actor” nodes: <graph>; "director" nodes: <graph>. Question: Which of the following
classes does this movie belong to: action, comedy, drama?

Ground-Truth Category: Action

+ Give likely categories directly. HiIGPT (Direct Response): Action.

+ Please think about the categorization in a step by step manner and avoid making false associations. Then provide your reasoning.

HiGPT (CoT Response without Format Constraint): Answer: Action Reasoning: The movie "Live Free or Die Hard" has several plot keywords that
suggest an action genre, such as "fbi", "hacker", "independence day", "police", and "terrorist". These keywords imply that the movie is likely to have a lot of
action scenes, chases, and possibly some thrilling moments. Additionally, the director Len Wiseman has directed other action movies in the past, such as
"Underworld" and "Total Recall". This further supports the idea that "Live Free or Die Hard" belongs to the action genre. Finally, the actors in the movie also
contribute to the action genre. Bruce Willis, who plays the lead role, is known for his roles in action movies such as "Die Hard", "Pulp Fiction", and "The Fifth
Element". Jonathan Sadowski and Cyril Raffaelli, who also appear in the movie, have acted in other action movies and TV shows. Overall, based on the plot
keywords, the director’s past work, and the actors’ roles, it is reasonable to conclude that "Live Free or Die Hard" belongs to the action genre.

+ Please think about the categorization in a step by step manner and avoid making false associations. Then provide your reasoning. Using the following
format: Answer: [The answer] Reason: ...

HiGPT (CoT Response with Format Constraint): Answer: Action Reason: Based on the plot keywords provided, the movie seems to involve elements
of action, such as the FBI, hackers, police, and terrorists. These keywords suggest that the movie may have a high level of action and suspense, which is a
common characteristic of action movies. Additionally, the presence of Bruce Willis, a well-known action star, further supports the classification of this movie
as an action film.

+ Imagine three different experts are answering this question. All experts will write down 1 step of their thinking, then share it with the group. Then all
experts will go on to the next step, etc. If any expert realizes they’re wrong at any point then they leave.

HiGPT (ToT Response): Expert 1: First, I will analyze the plot keywords of the movie. The keywords "fbi", "hacker", "independence day", "police", and
"terrorist” suggest that the movie might belong to the action genre. However, the presence of the word "independence day" could also indicate that the movie
might be a combination of action and drama. Expert 2: Next, I will look at the director’s name. Len Wiseman is known for directing the "Underworld" film
series, which are primarily action movies. Therefore, it is likely that "Live Free or Die Hard" belongs to the action genre. Expert 3:Finally, I will examine the
actors’ names. Bruce Willis is an action star, and Jonathan Sadowski and Cyril Raffaelli are relatively unknown actors. Therefore, it is more likely that the
movie belongs to the action genre. Based on the analysis of the plot keywords, the director’s name, and the actors’ names, it is likely that "Live Free or Die
Hard" belongs to the action genre.

+ 3 experts are discussing the question with a panel discussion, trying to solve it step by step, and make sure the result is correct and avoid penalty

HiGPT (Panel Discussion Response): Expert 1: Let’s start by analyzing the plot keywords. The keywords "fbi", "hacker", "independence day", "police", and
"terrorist" suggest that this movie might belong to the action genre. Expert 2: That’s a good point. However, we should also consider the director’s previous
works. Len Wiseman is known for directing the "Underworld" series, which are primarily action movies. Therefore, it’s likely that this movie also belongs to
the action genre. Expert 3: I agree with both of you. However, we should also consider the actors’ names. Bruce Willis is known for his roles in action movies,
and Jonathan Sadowski and Cyril Raffaelli are relatively unknown actors. Therefore, it’s possible that this movie might also belong to the drama genre. Expert

1: That’s a good point. We should consider all possible genres.

Let's perform a random sampling of 2-hop 10 neighbors centered on the target movie node to
bt A HeterogeneouS SUERAPH Expert 2: Great idea. Lets see what we can find. Expert 3: Agreed. Afief peforming e random sampling the experts 36
found that the movie "Live Free or Die Hard" belongs to the action genre.




More Details
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* More details could be found as below:
> Project page: https://higpt-nku.github.io/
> Paper: To be released on arXiv this week
» Code: https://github.com/HKUDS/HIGPT

> Huggingface: https://huggingface.co/Jiabin99/HiGPT

[0 README 58 Apache-2. .0 license

HiGPT: Heterogeneous Graph Language Model

Yuhao Yang, Wei Wei, Lei Shi, Long Xia, Dawei Yin and Chao Huang*. (*Correspondence )

Lab@University of Hong Kong, Baidu Inc
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Cross Attention ! ? — Seoo-7 .
i Stage 2 Loss OO
1 wr/o Mask Random Mask g-;;r: ﬁ: o |L—]
Shared Self-Attention ! LLM She
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, | T Raw text W[ [CLS] J(Language) (MASK] J(_are J--[ [SEP] Jl [
02RO 000NN .. i & Translator <« {(z,, t,)} ! 312'5 . Graph Instruction Tunin
A Query Tokens Descriptionfl‘okens ! vv arget LM guage Model Encod : -
ts: The user... ! Encoder (DeBERTa, ES...) e
Z ty NO. Aviobhor T e e | Product Graphs Pre-trained
v tt. T}[Netghbor I[AAA i - | L LM+GNN N oA )
Eysdlhe commona i  Inference Phase e I o )& )L e e )| | Encoder
“H
Frozen Graph Model Producer LLM i Responses S G | Large Language Model
) . Q: Summary node information v . ) 1 f éget dNN ‘.., E NdN | (Llama, Llama 2".)
e = j : The user's interess ... ! LLM < Instructions ncoder ncoder | I
Q: Summary neighbor information e Ged) . T elis [ | Language LM Word / 1
: Neighbor 1’s interess ... | rolector pE— Instruction Embeddings Category Label in Natural Language
! ” i [ Decoder(&/,,, £) ) 1 8 suag
Q: Summary their commonalities 1 1 cls>
A: The commonalities .. . (B Translator -z, L |
Aatent Loss | . % ?
% Frozen (l, Trainable Q Token Masked Language Modeling Loss | 6‘ Updated by gradient Frozen @\ Updated by EMA

GraphTranslator UniGraph

[GraphTranslator] Aligning Graph Model to Large Language Model for Open-ended Tasks
[UniGraph] Learning a Cross-Domain Graph Foundation Model From Natural Language
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Node-level Tokenization

, GIMLET ¥

o Heavy atoms counting (From Chembl property)
i O Pretrain Data © Large-scale ! B'x’;!;‘;*" “Heavy atom refers to any atom that is not hydrogen. How many heavy atoms do the VIV2V3  ‘Wn 01020304 o
\ Toxicity Pharmokinetic | molecule have?” %1 raph-Text : =
| Bio-activity Physico-chemical | A B i! Popsition Unified Graph-Text Transformer Encoder
------------------------------------- V3 : i | I Y |
BAce Inhibitors of Schistosoma Mansoni Peroxiredoxins (From Chembl) Encoding T\ Transf
HIV = : : tei : : o ]\ ransrormer
Tox21 The functional assay is named qHTS Assay for the Inhibitors of Schistosoma Mansoni n l:> I:> D d
o 12) Peroxiredoxins. It is related to two other pubchem assays, namely Confirmation o1 ecoaer
128 17) Concentration-Response Assay for Inhibitors of the Schistosoma mansoni Redox Cascade 02
CHEMBL (128) and Schistosoma Mansoni Peroxiredoxins (Prx2) and thioredoxin glutathione reductase & ] -
(1048) S (TGR) coupled assay. The assay category is also confirmatory and it pertains to the o IV VO L O O3 B O
i (617) Schistosoma mansoni organism. Is this molecule effective to the assay?” Distance aware ﬁ G
Zero-shot it A~ A I 7 e )
2 Inhibition of receptor SF-1 (From MUV) ( Task: Agonists of ARE— |  ——
Pre-training “The nuclear receptor SF-1 (steroidogenic factor-1) is expressed in the pituitary, testes, ! oH The antioxidant response element (ARE) signaling pathway plays |'
Tasks e Donretiean ovaries, and adrenal gland and regulates steroid hormone production at many levels, ! an important role in the amelioration of oxidative stress. Is this | YES
) v including direct regulation of expression of major P450 enzymes involved in steroid : molecule agonists of ARE signaling pathway? ! Instructi
hormone synthesis. Is this molecule inhibitor of SF-1?" i o) L J : { i nBal;ec;on
BBBP ™
Shis v Toxicity to ARE signaling pathway (From Tox21) : \W/ - Task: Solubility : ) Zero-shot
(13) goL % Llpo physical "Oxidative stress has been implicated in the pathogenesis of a variety of diseases ranging | O Solubility (logS) can be approximated by negative | Prediction
i/ Chemical from cancer to neurodegeneration. The antioxidant response element (ARE) signaling m | LogP -0.01 * (MP-25) + 0.5 . Can you approximate the logS of || 3n
Property pathway is important in the amelioration of oxidative stress. Is this molecule agonists of ° | this molecule by its negative logP and MP? |
antioxidant response element (ARE) signaling pathway?" Molecules that can pass L i\ )

GIMLET

[GIMLET] A Unified Graph-Text Model for Instruction-Based Molecule Zero-Shot Learning
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Graph-level Tokenization

 Motivation:

»>capture high-level global semantic information of the graph structure.

»>the graph is compressed into a fixed-length token sequence using a
specific pooling method

—(GNNS as Prefix )—L(
. P GraphLLM [4], GIT-Mol [32], MolCA [35], InstructMol [3],
Graph-level Tokenization )_[G-Retriever [19], GNP [48]

_________________________

i 3 A i i Graph-level 1y, 00h i
a GNNs | | «p LLMs g
: g Ao o
L J 1 orar 40

_____________________________________________________




Graph-level Tokenization

Node Textual Features

Atom id: #0; Atom Type: "C";
Atomic Number: 6; Electr
Atom id: #/1; Atom Type: "C";
Atomic Number: 6; Electro...

Atom id: #2; Atom Type: "0";
Atomic Number: 6; Electro...
Atom id: #3; Atom Type: "S";
Atomic Number: 6; Electro...

#2

#0

#3

Tokenize
Embed

Pre-compute
—_—

0.09B Parameters

Query
[ﬁﬁ/ Q e RExKxd

i i

GraphLLM

Transformer Transformer
Encoder Decoder
aF 5

7 @ﬁ@ Bias

(0) 0
MLP el B
Roo
Ro:
Ro2 T x
:
Ri;

Positional Encoding

GraphLLM

Graph Transformer

Proj.

S A el G

Graph Rep.

i IVAN

5

THE UNIVERSITY OF HONG KONG

Graph-enhanced

Prefix
Response:
) : There is 1 C-C-0 triangle.
P ¢ RLxKxd" T

LLaMA 2 3¢
Layer L-1 <f

DDD---D

DD DC] ---D

Layer 0 o3

——=UUBE--B
bt

~/ . How many C-C-O ftriangles
v ' arein the molecule?

Instruction:

[GraphLLM] Boosting Graph Reasoning Ability of Large Language Model

Architecture Overview

2 @ The molecule is Terephthalaldehyde. It is one of three isomers of

.» benzene dicarboxaldehyde, in which the aldehyde moieties are
positioned in the para conformation on the benzene ring...
Pretrained LLM (e.g., LLaMA, GPT)
. [ T """""""" N\
Sy i olCCccl=cl |
"Can you tell me more T [Branch1][Ring1][C]...

about this compound?" [, ;

T Sequential info §

Graph Encoderj;
[ .
T Structaralinfo 6 Input Molecule

Figure 2. Overview of InstructMol model architecture design and two-stage training paradigm. The
example molecule in the figure is Terephthalaldehyde [62] (CID 12173).

[
[
[
[
\
[
[
\
\
\
[
\
\

Two-stage
training scheme

Stagel:
Alignment Pretraining

Pretrained LLM
ﬁ Projector

Graph Encoder f,

Stage2:
Task-specific
Instruction Tuning

& Pretrained LLM
ﬁ Projector

Graph Encoder f,

InstructMol

[InstructMol] Multi-Modal Integration for Building a Versatile and Reliable Molecular Assistant in Drug Discovery

v

@ mPLUG-Owl
& (400M)
CogVLM
(1.5B)
InstructBLIP
(129Mm)
MiniGPT-4
Qwen-VL (5M)
(1.48B) o
InstrutMol
(330K)

Figure 3. Comparison of biomolecule-
domain molecule-text dataset scale with
existing general domain vision-language

datasets [4, 13,71, 81, 87].
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5

all bad canada node attribute i ® trainable (json)  isnes
e H T T node_id, node_attr
album’ R me
- ionali * 15, justin bieber
justin > Jeremy nationality LM 294, jaxon bieber - nodes of S*
ieber T bieber ~— 356, jeremy bicber
bieber children_ jaxon (Self Attention Layers) 551~ Je ; y biebe
, m.Ogxnnwp
. sibli bieber
profession” &, sibling™_ / . stc, edge_atr, dst
— gender—edge attributes. e 294, parents, 356
m.0gxnnwp 356, children, 15 edges of §°
record 551, sibling, 294
producer male U_Projection |[ 551, sibling, 15
"""""""""""""""""""""""""""""""""""""""""""""""""""" Eraph ?ncoderl (Text Embedder) Question: What is the name
— of justin bieber brother?
Question: What is the name LM ¥ 2z textualize(S™*) query q ETEE

of justin bieber brother?
Vi = argtopk,,cy cos (zg, zn)

E;, = argtopk,. cos (g, z)

justin bieber, this is justin bieber, jeremy bieber,

justin bieber fan club, justin ...

sibling, sibling_s, hangout, friendship, friend ...

o jeremy
justin - ___parent—  bieber
bieber o

sibling

m.Ogxnnwp —sibling——» J2X%8

G-Retriever

S* = argmax Z prize(n) + Z prize(e) — cost(S)
i oG, Vs ecBy
children is connected

bieber
Step 3: Subgraph Construction

i ~N -

Option (b)
General Domain @ Option (a)
| Knowledge Graph or \ A3
| B
: Q1
| Subgraph A2
: : Retrieval Al 3
| Biomedical Domain \_
|
: Knowiedes:Graph /, Extracted Subgraphs
|
Pl Question: -
Ll ) i
Q1Q20304 &zl um Text !
| —3 i
I Dictionary Emb |
: Options: 1—T |
i | (a)A1A2A3
| | (b)B1B2
: (c) c1cac3ca [y |
| Multiple Choice Neural | @ @ E] Pt Emb
I Question Prompt : == = = '

)

GNN
Encoder

~—

Graph Neural Prompting (GNP)

Self-supervised
Link Prediction

Cross )
Modality B Domain
Pooling |  ‘---- | Projector
Graph Embs

Large
Language
Models

A1'A2'A3’ |m A1A2A3

—> Model “*yaxmum® Ground
Prediction  Likelihood Truth

[G-Retriever] Retrieval-Augmented Generation for Textual Graph Understanding and Question

Answering

[GNP] Graph Neural Prompting with Large Language Models
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GNN as Prefix: MoICA ) T intvensiryor noxe kone

* MoICA: Molecular Graph-Language Modeling with Cross-
Modal Projector and Uni-Modal Adapter (EMNLP’23)

 Existing molecular language modeling methods

Graph
) Acetylsalicylic )L Encoder
)\\‘_ acid appears as ) )
[CC(=O)OCT=CC=CC=C1C(=O)0J Input ‘ odorless white ... ) = 0 B <
o ross-ivioda ! Uni-Modal |
! -Projector | Adapter |
L ! CC(=0)0C1=CC
)
Language Model } Graph Language =cc=c1c(=0)o | |0 O O O | Input
Encoder Model ¥ y

) [ Language Model -D

Acetylsalicylic acid appears as ¥
Generate {odon’ess white crystals ... v I — -
[ J«-- Contrast --- Generate Acetylsalicylic acid appears as

odorless white crystals ...

(a) 1D language modeling. (b) Cross-modal contrastive learning. (c) MoICA.

® T h re e - S t a g e Stage Model Architecture Downstream Task

Pretrain stage 1 [ (}{ ',J Cross-modal retrieval
t ] [ ] ] I ]
. Language
raining pipeline: o -0 GED -
La Generation tasks:
Fine-tune stage ( (}»[ (J’ Mool " Molecule caption, 43

IUPAC name prediction
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GNN as Prefix: MoICA

- | ]
o re ral n s a e Molecule-text Molecule-text Molecule
u F contrasting matching captioning
P

1 ) t f
Feed-forward Feed-forward Feed-forward

) f ; '

N N N
T ; X : JL y
i D). e———

—

-

Input 2D Cross-Modal Projector: Query (DO OO [ce ;‘;:;{f:gcy”c Input
molecule Q-Former & % tokens | ] 0 O O odorless white ... 1D text

* Pretrain stage 2 by molecule captioning & Fine-tune stage
for molecule-to-text generation

o

Subset  Size Avgmol len Min textlen Avg text len

t — A ~ Pretrain 298083 35 1 16
code ‘ x’J { ﬁ}{ r“wJ ' Train 12000 32 20 60
CC(=0)0C1=CC CC(=0)0C1=CC e molecule’s T Valid 1000 32 20 61
=CC=C1C(=0)0 OO OO | Input =cCc=C1Cc(=0)0 | | @ [ @ O | [1uPAC
[ ) ( ag)w [ ; )¢ LDt Test 2000 31 20 60

Language Model & [ Language Model

44
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LLM as Prefix

LLM->GNN
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LLM as Prefix
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* LLMs provide graph embeddings for GNNs
* LLMs provide graph labels for GNNs

=, !

e o oo
' Embs. from LLMs

' | LLMs Embedder for GNNs

: Textual ‘l: FE =
: Data ! :
i ———— U I

! S | train :

B4

_________________________________
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LLM as Embedder

* Motivation: diverse node embs/feats causing
o Low generalization ability for GNNs
o Low representation quality in the initial phase

 Leverage LLMs' powerful
o Language summarization/processing abilities

o Text representation abilities J%\/%D """ (@'ﬁ

o TeXt-AttribUted Graphs (TAGS) i éi :________________‘__E_n;l;st};o_lﬁijﬂl\&;_:
i G | (LLMsEmbedder] ™Gy,
@D
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LLM as Embedder

Bl
| M
v

P

 LLM embs. as initial embs. of GNNs

.
@ 13 ) =] =}
B IMsof | _ GNN ]_, o ] _ Graph
° | Gam aggregator ecoder Tasks
. f(OGNN) F
QE
G

‘ GALM

[G-Prompt] Prompt-based Node Feature Extractor for Few-shot Learning on Text-Attributed
Graphs

[SimTeG] Simteg: A frustratingly simple approach improves textual graph learning

[GALM] Graph-Aware Language Model Pre-Training on a Large Graph Corpus Can Help
Multiple Graph Applications

Graph Tasks
X: text embedding [ | I ) 7!u
GNN
LM
G: (4,X)
1 |/ !’\7 A: graph structure
@ l(\ ‘ X: text embedding

Stage 1: Train LM with Lora Stage 2: Train GNN

SimTeG

Text

Pre-trained Language Model ’

(RoBERTa, ALBERT...)
Graph Adapter
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* Title, Abstract, Prediction & Explanation (TAPE)
* Leverage (L)LMs for

> Text feature enhancement
> Text-based embedding

_________________________________ o mm mm mm mm em em e e e mm mm mm mm mm e e e e mm mm mm e o o - —_———————
’ ”
’ ] " hpred: \
) v N
_! _ \ 1
1
Prediction: 1
h

1
' 1
' 1
' 1
c Response — Finettune 1 1
V| Title: P ezpl | N NN
! Abstract: LLM _— > —> LM ! G I
: 3 GPT3.5 (175B) Explanation: Deberta . ' RevGAT Y :
- G (1.8M) 1
: Frozen . (129M) —> 1
. L Finettune / ! .
\ > Trainable : Trainable 4
___________________________________________________________________ s
1
without fine-tuning [ Shallow Embedding Techniques ] Progs /
L e.g., skip-gram / bags of words J '

[TAPE] Harnessing explanations: LIm-to-Im interpreter for enhanced text-attributed graph representation learning



LLM as Embedder

One for All (OFA)

Fi NI
H
Z
N, A
O )
4/)/ET-V\Q‘

THE UNIVERSITY OF HONG KONG

Citation
Network

»LLM generates embeddings for features & tasks
»Unified formulation for different graph tasks

Literature
Category
Description
b

Downstream Task

Is the paper
- about Bio? Node
Is the paper ( D\ Classification
in CS.AI?
‘I o - NS Molecule
< inhibit HIV? .
Molecular Molecule . S Smgle Graph
Graph DPmp.ertt.y LLM Y.\ Molecule Classification
escription 2 effective to GNN
qHTS Assay?
Knowledge oh B Bl ] \ f \ Link
e « s} “) Type ! [N o v Did Jobs H - i . L.
&) N “i_ Y Description ! \ B found Apple? / \ EESiE
/ ! \
,,I \\\\ I/I ‘\\
/, \\ !
More data and tasks. R = o ' -
| | | l | | I J
Cross-domain Graph Data  Task Description =~ LLM-based Feature/Task Feature Graph Task-dependent GNN-based Graph
[OFA] One for All: Towards Training One Graph Model for All Classification Tasks
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LLM as Embedder

* LLMRec: use LLM to augment rec graphs in:
»>user-item interaction edges, user/item node attributes
»Structure, text augmentation and embedding

Recommend user with
movies based on user
history that each movie
with title, year, genre.

Generate user profile based on the history of
user, that each movie with title, year, genre.
History:

[332] Heart and Souls (1993), Comedy|Fantasy

[364] Men with Brooms (2002), Comedy|Drama|Romance

History:
[3|§2?r|¥ean and Souls (1993), Please output the following infomation of user, output
Comedy|Fantas format: {age: , gender: , liked genre:, disliked genre: , ) .
[364] Miln with Byrooms(zooz), liked directors: , country: , language: } Impll‘:lt FEEdbaCk AU menfor u‘l’e Enhan(:"]g
Comedy|Drama|Romance UI A A
Candidate: (] {age: 50, gender: female, liked genre: LL M (Pu ) ‘.---.-Ii-»-n-—l
[121]The Vampire Lovers Comedy|Fantasy, Comedy|Drama|Romance, > Ay e T
(1970), Horror disliked genre: Thriller, Horror, liked directors: >
E;ggg )Bl')'f:(’;gn?:rfsey Ron Underwood, country: Canada, United States, U-1 Prom pt & = ) ¥ TPE——
Docu = : ~
[248]The Invisible Guest INAagS. Suten) SRR LL‘M(Pu ) Augmented
;016, Crime, Drama, (b) User Profile Prompt Attribute
ste —
Ol);tpur:index of user's Provide the inquired information of the given movie. I
favorite and dislike movie | [332] Heartand Souls (1993), Comedy|Fantasy 0.98558
from candidate.Please just | The inquired information is: director, country, 8?2222 F A.u
give the index in []. zr:g;zgeé ::: tr?egs:‘eg 3:tgzut them in form of: B i e ’
- — ' - - P — (u, l ’ 1 ) e |8 U Sﬂ | LLM(AH) ‘\r‘\\' __L 0.08104 Fﬂ’l
(0] 248 121 (%) Ron Underwood, USA, English ) 248 121 A ted Traini Dat FL M( Al) ) Embedding 0.06430
(a) Implicit Feedback (c) Item Attribute ugmented iraining ata Augmented Feature

LLMRec: Large Language Models with Graph Augmentation for Recommendation
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LLM as Labeler

» Comparing to LLM as Embedder o

Text Encoding ‘ LLMs ‘ Text Enrichment

Text-attributed Graphs Text-attributed Graphs

___________________________________ ¥

@ LLMs Labeler Labels from LLMs
I for GNNs
Textual J EEEEEEITN SREEEEE b e LRl
Data : |
""""""" | !
: . KC%)GNNS i
: = |

train
__________________________________ GNNs GNNs
Downstream Downstream
tasks & data tasks & data
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LLM as Labeler

* Motivation: Graph labels are insufficient

»>Node class labels
>Link labels
»Representations are low-quality

 Label generation based on

»Language understanding & reasoning
»Quality semantic representation learning
»Knowledge about the world

Downstream
tasks & data
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LLM as Labeler

* LLM-GNN, ENG

w o ok
2 THE UNIVERSITY OF HONG KONG

»Generate node labels using LLM

»Generalize to graphs with

different label sets

ENG

Prompting with category

Edge Predictor

LLM

(e.g. ChatGPT,Llama)

(Category 1) Title: ..., Abstract: ...

LM
(e.g. Sentence-BERT)

(Category c) Title: ..., Abstract: ...

[LLM-GNN] Label-free Node Classification on Graphs with Large Language Models (LLMs)
[ENG] Empower Text-Attributed Graphs Learning with Large Language Models (LLMs)

2024/5/21

-______-__i____________

Confidence-
aware
annotations

Difficulty-aware
active node

selection @
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LLM as Labeler

F ok K B

57, THE UNIVERSITY OF HONG KONG

» GraphEdit

»Generate link labels by instruction-tuning LLM

> Target: graph structure learning for downstream tasks

%szen- Question: Based on the title and abstract of the two papers. Do they belong to the same\
: category among {Category_0}, {Category_1}, {Category_2}, ... ? If the answer is "True",
& Update ﬂ answer "True" and the category, otherwise answer "False". The first paper: {Title}, {Abstract}.
""""""""""" ' - f The second paper: {Title}, {Abstract}. )
Node Pairs OO
Eg 8; 0 Response ~
, Node Pair H .
©.0) based Prompt |:> & LLM % |:> [Answer. {True or False}, {Category}.
/
(©.0) . :
Instruction-Tuning LLM
i | Sampling LLM-based Edge Predictor
I — —
.  —— —
Title f‘> Text :> :> Edge
E- el PrediCtor
Abstract o o |
Original Graph Trained LLM Node Embedding Estimated Graph

Optimized Graph

afiy
*LLMI%

afy

Node Pair
based Prompt

LLM-Enhanced
Structure Refinement

GraphEdit: Large Language Models for Graph Structure Learning
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LLM as Labeler

e

%
‘h’VIIA, ET 0SS

* RLMRec

»(Generate representation labels using LLM
»Minimize noise by infomax ORI
>Use LLM for S & P

for rec.

v text generation & representation ..o imiewmsio

s — LLMs-enhanced semantic representation
z - hidden prior benefit for recommendation

Learning Mechanism

|

1

| Collaborative Data ™
S,

Item Profile Generation

Collaborative Data

SINTT

=
=
&

Xy

Xy e ':@:' 1 e &=
1
H |:|y Su 1 H |:|u A op(€,) u
)|:|(u Recommender Model €u 71 (su) | Recommender Model €y
e, e = R(xy, x U |:| | H e, e, = R(xy, x H
1>€0 ( u v) Fle) g STsk] 1>€0 ( u u) f(s.¢)
1
1
1
1
1
1

=i

JuBwog
RILTTINEN

Al

I I—

Bidirectional Alignment Unidirectional Reconstruction

uoneuasaIdoy INuUBWIS

[

(a) Profile Generation via Reasoning (b) Contrastive Alignment (c) Generative Alignment

[RLMRec] Representation Learning with Large Language Models for Recommendation
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LLM as Labeler

* OpenGraph: Towards Graph Foundation Models &7
»(Generate domain-specific graph data using LLM

57



Generalizability of Graph Models{) %, x *

%&@p"> THE UNIVERSITY OF HONG KONG

 Self-supervised pretraining benefits generalization ability

»e.qg. GraphCL, DGI, GraphPrompt
> Pretrain and fine/prompt tuning for task/field/time transfer
»Cannot handle token set shift

Pretrn Tasks Downstream Tasks

o e o= P e e ]

. Academic Data I 1o
Time Transfer : fo =7 Which type’?

| | |
/\ Medicine CS i O O O
Pretrai Predict | T @ @ Connected". ; |
retrain redic ime . : O_ 'O :
> I - | |

J7eld Transte _ !

. cte (O (O Paper ! Token Set | Purchase O O Product

1 Coauthor Author . Shift . Add-to-ca User
I Published in Conference : l Add to-favorit Venues

2024/5/21 58



Generalizability of Graph Models() 7 % * *
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 Text-based generalization ability with LLMs
»>e.g. OFA, GraphGPT, ZeroG
»Address token set shift with LLMs for text-based data
»Cannot handle structure shifts and text-less scenarios

There are 4 job applicants numbered
from 0 to 3, and 5 jobs numbered from
0 to 4. Each applicant is interested in
some of the jobs. Each job can only
accept one applicant and a job
applicant can be appointed for only one

Text-attributed Graphs Graphs in Text

* Generalization ability for structures.
+ What if text features are insufficient?

* Prompt for different tasks?

" B ez

raph

[OFA] One for All: Towards Training One Graph Model for All Classification Tasks
[GraphGPT] GraphGPT: Graph instruction tuning for large language models
[ZeroG] ZeroG: Investigating Cross-dataset Zero-shot Transferability in Graphs
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S & Predict
» OpenGraph m) Q@ iﬁ %?%
@ Non-overlapping in
Recommendation h Medicine-Disease-Gene

 Challenges:
. Unified Graph Tokenizer
> Efficient node-wise relation modeling
»Domain-specific data scarcity

2024/5/21 60
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Q)

OpenGraph: Challenges

» Efficient node-wise relation modeling

»Pairwise relation learning by Transformer
»Large number of tokens in graphs
»Scalable Graph Transformer

* Domain-specific data scarcity
»How to collect training data covering different downstream domains?
»Knowledge Distillation from LLMs

2024/5/21 61
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Unified Graph Tokenizer

* G > {ey, ey, ..., ey} for any graph

Smoothed high-order adjacency Feature augmentation
il Graph Tokens » High-order connectivity
4 i  Sparse = dense
i i O p
2 o
u — l :g N - RN 5 R4

* Representations given by FastSVD
« Cross-graph unification

2024/5/21 62



Scalable Graph Transformer ) %5 1.7

%&@p"> THE UNIVERSITY OF HONG KONG

* |n-efficiency of transformers caused by

»Long token sequence
»Pairwise relation learning

Token Sampling  Anchor Sampling

$ & & Chiims

Pos Multi-head ﬁt;hors R?Iations between
Train Batch /56? input tokens &
Full token sequence ‘ i ”H a(% ) sampled anchors
Token seq with only train batch 11 ® 11 0

Scalable Graph Transformer

2024/5/21 63
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Distillation from LLMs

] ] Downstream o R
Motivation LLM > OpenGraph
knowledge N | L
Node Generation Edge Generation Graph Pattern Injection
' 9@ i
4

| Gibbs Samphng / \\ _> i
' |

=== Text Sim -°: \7 -

Text zwrzzrzmm =zt ni ’Locahty g Regenerate with
Real-world Instances ~———p NormP»  GCN Embedding

Knowledge Distillation from Large Language Models
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Node Generation

* Node Generation
> Tree-of-prompt
Algorithm

TCXt e o LT
Real-world Instances

Products
l Prompt
Clothing, Electronics, Shoes, Healthcare, Baby, ...

}

Women’s Clothing, Men’s Clothing, Computers, Printers, Vitamins, ...

}

Hoodies, Dresses, Suits, Ties, Laptops, MacBook, Vitamin C, Calcium, ...

l

Instances: White hooded sweater; Men's clothing, Shorts, Golf Shorts, ...

2024/5/21

Prompt Template

List all distinct sub-categories of {entity name} within the {prefix} category in
the context of {scenario_desc}, ensuring a finer level of granularity. The sub-
categories should not overlap with each other. And a sub-category should be a
smaller subset of {entity_name}. Directly present the list EXACTLY following
the form: "sub-category a, sub-category b, sub-category c, ..." without other
words, format symbols, new lines, serial numbers.

Prompt Example

entity name = “women’s clothing”

scenario_desc = “e-commerce platform like Amazon”
prefix = “products, clothing”

Examples of Generated Nodes

products, Clothing, Women's clothing, Sweaters, Crewneck sweaters

products, Clothing, Men's clothing, Costumes, Scary costumes

products, Clothing, Outerwear, Vests, Sweater Vests

products, Shoes, Flats, T-strap flats, Open toe T-strap flats

products, Shoes, Ballet flats, Ankle strap ballet flats, Nude ankle strap ballet flats
products, Jewelry, Jewelry Sets, Choker, Gothic Choker

products, Electronics, office electronics, Calculators, Scientific Calculators
products, Books, Non-fiction, Self-Help, Codependency

Prompt Example

entity name = “Restaurant”

scenario_desc = “venue rating platform like Yelp”
prefix = “business venues”

Examples of Generated Nodes

business venues, Restaurant, American, Barbecue, BBQ fusion

business venues, Restaurant, Buffet, Chinese buffet, Seafood

business venues, Cafe, Tea house, Tea room, British tea house

business venues, Cafe, Brunch spot, Buffet brunch, Vegan buffet

business venues, Bar, Karaoke Bar, Karaoke DJ nights, live band karaoke
business venues, Nightclub, Live Music Venue, Jazz Club, Latin Jazz Club
business venues, Fast Food Restaurant, Smoothie Bar, Specialty smoothie bar,
Fresh fruit smoothie bar

business venues, Drive-Thru Restaurant, Fast food, Pizza place, Coal-fired pizza

65



Distillation from LLMs

2 AR AN -

&> THE UNIVERSITY OF HONG KONG

« Edge Generation
»Gibbs sampling
»LLM-based estimation for

plal ® vyal) = atmi/lalllo)” - by

new sample old sample LLM embeddings
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e ; | (US; vt)

. Samples
o st 50 Samples
O X(t=0)
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Distillation from LLMs

* Techniques for Edge Generation p(a’ ® v[a’)

»>Dynamic Probability Normalization
v Maintain last T estimations
v Normalize to the range close to [0, 1] p = (p — 1)/ (40)

»>Node Locality Incorporation

m—————-

Similar but ﬁ:ﬁ_ami—fﬂ T~

not connected : — N
'/ ~

\\7|>/
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Distillation from LLMs

» Graph Topological Pattern Injection

GCN-smoothed
Node Gen. — Edge Gen. — Graph — GCN — _
T Embeddings

2024/5/21 68



IS
THE UNIVERSITY OF HONG KONG

Experiments

* Train with synthetic data, test on real data

Table 4: Statistics of experimental datasets.

Dataset | # Nodes # Edges # Features # Classes
OGBL-ddi 4,267 1,334,889 0
OGBL-collab | 235,868 1,285,465 128

Link ML-1M 9,746 720,152 0 N/A
ML-10M 80,555 7,200,040 0
Amazon-book | 144,242 2,380,730 0
Cora 2,708 10,556 1433 7

Node Citeseer 3,327 9,104 3,703 6
Pubmed 19,717 88,648 500 3
Gen0 46,861 454,276 0

Generated | Genl 51,061 268,007 0 N/A
Gen2 32,739 240,500 0
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Overall Comparison

1) Superior 0-shot prediction capability. 2) Existing pretraining methods may fail for cross-data generalization

Table 1: Performance comparison between our OpenGraph (zero-shot) and baseline methods (one-shot, five-shot) on the link
prediction task (measured by Recall@N for N = 20, 40) and node classification task (measured by Accuracy and Macro F1 Score).

Dataset ogbl-ddi ogbl-collab ML-1M ML-10M Amazon-book Cora Citeseer Pubmed
Metric R@20 | R@40 | R@20 | R@40 | R@20 | R@40 | R@20 | R@40 | R@20 | R@40 || Acc |MacF1| Acc |MacF1| Acc |MacF1
ME  |1-shot|0.0087 [ 0.0161 | 0.0261 | 0.0349 | 0.0331 | 0.0604 | 0.1396 | 0.1956 | 0.0034 | 0.0043 [ 0.1710 | 0.1563 | 0.1740 | 0.1727 | 0.3470 | 0.3346
5-shot | 0.0536 | 0.0884 | 0.0412 | 0.0609 | 0.0987 | 0.1584 | 0.2060 | 0.2989 | 0.0196 | 0.0284 || 0.1500 | 0.1422 | 0.1520 | 0.1484 | 0.3540 | 0.3435
Mmrp  |1-shot]0.0195 [ 0.0336 | 0.0112 | 0.0185 | 0.0548 | 0.1019 | 0.1492 | 0.2048 | 0.0017 | 0.0028 || 0.2300 | 0.1100 | 0.2590 | 0.1993 | 0.4430 | 0.3114
5-shot | 0.0621 | 0.1038 | 0.0115 | 0.0185 | 0.0851 | 0.1470 | 0.2362 | 0.2563 | 0.0092 | 0.0152 || 0.3930 | 0.3367 | 0.3690 | 0.3032 | 0.5240 | 0.4767
Gon | A-shot | 0.0279 | 0.0459 | 0.0206 | 0.0321 | 0.0432 | 0.0849 | 0.1760 | 0.2086 | 0.0096 | 0.0160 || 0.3180 | 0.1643 | 0.3200 | 0.2096 | 0.4270 | 0.3296
5-shot | 0.0705 | 0.1312 | 0.0366 | 0.0513 | 0.1054 | 0.1656 | 0.2127 | 0.2324 | 0.0251 | 0.0408 || 0.5470 [ 0.5008 | 0.4910 | 0.4190 | 0.509 | 0.4455
Gap  |1-shot]0.0580 | 0.1061 | 0.0258 | 0.0372 | 0.0245 | 0.0520 | 0.1615 | 0.2476 | 0.0047 | 0.0079 | 0.2420 | 0.1687 | 0.2810 | 0.2025 | 0.4720 | 0.3657
5-shot | 0.0711 [ 0.1309 | 0.0340 | 0.0505 | 0.1506 | 0.2267 | 0.2002 | 0.2883 | 0.0228 [ 0.0392 || 0.585 [0.5438 | 0.4940 | 0.4441 | 0.5780 | 0.5582
oy |1shot][0.0530 | 0.1004 | 0.0163 | 0.0247 | 0.0466 | 0.0884 | 0.1541 | 0.2388 | 0.0069 | 0.0114 [| 0.3190 | 0.1753 | 0.2820 | 0.1705 | 0.4410 | 0.3064
5-shot | 0.0735 [ 0.1441 | 0.0311 | 0.0458 | 0.1458 | 0.2344 | 0.1926 | 0.2829 | 0.0252 | 0.0418 || 0.5400 [ 0.4941 | 0.521 | 0.4696 | 0.5070 | 0.4547
pop  |1-shot|0.0315 | 0.0617 | 0.0255 | 0.0385 | 0.0486 | 0.0863 | 0.1868 | 0.2716 | 0.0081 | 0.0142 || 0.3150 | 0.1782 | 0.2840 | 0.1791 | 0.4290 | 0.3163
5-shot | 0.0821 [ 0.1426 | 0.0345 | 0.0502 | 0.1687 | 0.2573 | 0.2303 | 0.3063 | 0.0300 | 0.0492 || 0.4880 [ 0.4606 | 0.4450 | 0.4062 | 0.4890 | 0.4509
Gpp | 1-shot]0.0503 | 0.0856 | 0.0027 | 0.0048 | 0.1099 | 0.1702 | 0.1599 | 0.2326 | 0.0072 | 0.0128 [| 0.3080 | 0.1952 | 0.3110 | 0.1984 | 0.4220 | 0.2670
5-shot | 0.0839 | 0.1460 | 0.0027 | 0.0047 | 0.0817 | 0.1392 | 0.2014 | 0.2994 | 0.0179 | 0.0310 || 0.5550 | 0.5233 | 0.4690 | 0.4223 | 0.5150 | 0.4934
GPrompt | Shot| 0-0541 [0.1102 [ 0.0138 | 00207 | 00797 | 0.1310 [ 0.1362 | 0.2073 | 0.0074 | 00120 [] 0.3540 | 0.1596 | 0.2800 [ 0.1519 | 0.4710 | 0.3705
5-shot [ 0.0769 | 0.1396 | 0.0157 | 0.0231 | 0.1340 | 0.2166 | 0.2157 | 0.3147 | 0.0287 | 0.0464 || 0.5510 [ 0.5098 | 0.5570 | 0.5211 | 0.5130 | 0.4520
GraphcL, |Shot| 0-0603 [ 0.1112 [ 0.0265 | 0.0398 | 0.0390 | 0.0799 | 0.1655 | 0.2529 | 0.0047 | 0.0077 [| 0.2430 | 0.1548 | 0.2980 | 0.1630 | 04070 | 0.4130
5-shot | 0.0740 | 0.1368 | 0.0311 | 0.0456 | 0.1416 | 0.2138 | 0.2019 | 0.3075 | 0.0270 | 0.0440 || 0.5610 | 0.5330 | 0.4300 | 0.3683 | 0.5230 | 0.5024

OpenGraph | 0-shot [0.0921[0.1746 | 0.0421]0.0639 [ 0.1911 | 0.2978 |0.2370 | 0.3265 | 0.0485 | 0.0748 || 0.7504 | 0.7426 | 0.6097 | 0.58210.6869 | 0.6537
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Graph Tokenizer Study

Effectiveness of 1) Smoothing, 2) Topology-aware projection

0.10

0.20
2 g 202 g"?
© © 501 5
w006 00.10 Q O
< < x €01
0'040.1 2 3 4 0 1 2 3 4 0'00_1 2 3 4 0O 1 2 3 4
Adj Smooth Order Adj Smooth Order Adj Smooth Order Adj Smooth Order
(a) OGBL-ddi dataset. (b) Movielens-1M dataset.
0.10 0.20 —  030F —
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(c) OGBL-ddi dataset. (d) Movielens-1M dataset.

Figure 2: Influence of graph tokenizer configurations.
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Pre-training Data Study

1) Ablation datasets, 2) Unrelated real data,
3) Related real data, 4) Ours synthetic data

Table 2: Influence of utilizing different pre-training datasets.

Test Pre-training Dataset
Dataset |[-Norm -Loc -Topo Yelp2018 Gowalla ML-10M Gen

ogbl-ddi | 0.0737 0.0893 0.0656 0.0588 0.0770 0.0692 0.0921
ML-1M | 0.0572 0.1680 0.0850 0.0599  0.0485 0.2030 0.1911
ML-10M|0.0982 0.1636 0.1017 0.1629  0.0910 0.2698 0.2370
Cora |0.4985 0.4864 0.4342 0.3715 0.5943 0.2780 0.7504
Citeseer | 0.3944 0.3691 0.5743 0.2651 0.4300 0.2003 0.6097
Pubmed | 0.4501 0.5015 0.4876 0.3317 0.5148 0.3652 0.6869
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« Sequence & anchor sampling improves memory & computational efficiency
« Sequence sampling has positive effect on performance

Table 3: Impact of sampling strategies on the efficiency and
model performance in the scalable graph transformer.

OGBL-ddi Train Mem Test Mem Train Time Test Time Recall@20

-Seq-Anc 5420MiB  1456MiB 22.72s 13.88s 0.0966
-Anc 3360MiB  1456MiB 18.19s 13.73s 0.1107
-Seq 2456MiB  1202MiB 16.45s 12.09s 0.0930
OpenGraph  2358MiB 1202MiB 15.45s 12.09s 0.1006

ML-10M Train Mem Test Mem Train Time Test Time Recall@20

-Seq-Anc OOM OOM - - -
-Anc 4996MiB OOM 73.15s - -
-Seq 23140MiB  4550MiB 158.60s 84.78s 0.2772
OpenGraph  4470MiB  4550MiB 68.79s 54.17s 0.2816
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* Environment Setup

python==3.10.13
torch==1.13.0
numpy==1.23.4

scipy==1.9.3

* Download pre-trained
models using the link

* Code Structure

L— README.md

|— History/ ## Training history of pre-trained models ##

— Models/ ## Pre-trained models ##

|— datasets/

|— graph_generation/ ## Code and examples for graph generation ##
|— imgs/ ## Images used in readme ##

|— link_prediction/ ## code for link prediction and pre-training ##
| | data_handler.py

|  — main.py

| | model.py

L— params.py

— utils/

| | L— TimeLogger.py

|— node_classification/ ## code for testing on node classification ##
|  |— data_handler.py

— main.py

— model.py

L— params.py

— utils/

| | L— TimeLogger.py
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Run Model

Usage

To reproduce the test performance reported in the paper, run the following command lines:

cd link_prediction/ &
python main.py —--load pretrn_genl ——epoch @ # test on 0GBL-Collab, ML-1M, ML-10M

python main.py —-load pretrn_gen® —-tstdata amazon-book ——epoch @ # test on Amazon-Book

python main.py —-load pretrn_gen2 —-tstdata ddi —--epoch @ # test on 0GBL-ddi

cd ../node_classification/

python main.py —-load pretrn_genl ——tstdata cora # test on Cora

python main.py —--load pretrn_genl ——tstdata citeseer # test on Citeseer

python main.py —-load pretrn_genl —-tstdata pubmed # test on Pubmed

To re-pretrain OpenGraph by yourself, run the following command lines:

cd ../link_prediction/ i
python main.py —--save pretrn_genl

python main.py —-trndata gen@ —--tstdata amazon-book —--save pretrn_gen®

python main.py —--trndata gen2 --tstdata ddi --save pretrn_gen2

To explore pretraining with multiple different pre-training and testing datasets, modify trn_datasets and
tst_datasets inline 241 of link_prediction/main.py.
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Graph Data Generation

The graph generation code is in graph_generation/ . A toy dataset of small size is given. You need to fill in your
OpenAl key in Utils.py and itemCollecting_dfsIterator.py first. To generate your dataset, modify the descs
and hyperparams dicts, and follow the following procedure:

cd graph_generation/

python
python
python
python
python

itemCollecting_dfsIterator.py
instance_number_estimation_hierarchical.py
embedding_generation.py
human_item_generation_gibbsSampling_embedEstimation.py
make_adjs.py

2
Prompt Template
List all distinct sub-categories of {entity _name} within the {prefix} category in
the context of {scenario_desc}, ensuring a finer level of granularity. The sub-
categories should not overlap with each other. And a sub-category should be a
smaller subset of {entity _name}. Directly present the list EXACTLY following
the form: "sub-category a, sub-category b, sub-category c, ..." without other
words, format symbols, new lines, serial numbers.

Prompt Example

entity name = “women’s clothing”

scenario_desc = “e-commerce platform like Amazon”
prefix = “products, clothing”

Examples of Generated Nodes

products, Clothing, Women's clothing, Sweaters, Crewneck sweaters

products, Clothing, Men's clothing, Costumes, Scary costumes

products, Clothing, Outerwear, Vests, Sweater Vests

products, Shoes, Flats, T-strap flats, Open toe T-strap flats

products, Shoes, Ballet flats, Ankle strap ballet flats, Nude ankle strap ballet flats
products, Jewelry, Jewelry Sets, Choker, Gothic Choker

products, Electronics, office electronics, Calculators, Scientific Calculators
products, Books, Non-fiction, Self-Help, Codependency
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Code of OpenGraph

link_prediction/ ## c(

[

data_handler.py

main.py

model. py

params.py
Utils/
L— TimeLogger.py

w o ok
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Data processing and accessing.
Run training and testing.

Model/Algorithm implementation.

Hyperparameter definition.

Logger.
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Code of OpenGraph

* main.py
>if name ==
»>class Exp
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230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260

if __name__ == '__main__"':

os.environ['CUDA_VISIBLE_DEVICES'] = args.gpu
if len(args.gpu.split(',"')) > 1:

args.devices = ['cuda:0', 'cuda:1']
else:

args.devices = ['cuda:@', 'cuda:0']
args.devices = list(map(lambda x: t.device(x), args.devices))
logger.saveDefault = True
setproctitle.setproctitle('OpenGraph')

log('Start')
trn_datasets = ['genl']
tst_datasets = ['mllm', 'ml1l@m', 'collab']

# trn_datasets = ['gen2']
# tst_datasets = ['ddi']

# trn_datasets = ['gen0']
# tst_datasets = ['amazon-book']

if len(args.tstdata) != 0:
tst_datasets = [args.tstdatal
if len(args.trndata) != 0:
trn_datasets = [args.trndatal
trn_datasets = list(set(trn_datasets))
tst_datasets = list(set(tst_datasets))
multi_handler = MultiDataHandler(trn_datasets, tst_datasets)
log('Load Data')

exp = Exp(multi_handler)
exp.run()
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Code of OpenGraph

* main.py
>if name ==
>class Exp
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14
15
26
27
28
40
41
42
76
77
78
82
83
84
97
98
99
104
105
106
155
156
157
188
189
190
207
208
209
219
220
221
228

v

class Exp:

def

def

def

def

def

def

def

def

def

def

__init_ (self, multi_handler): em

self.metrics['Test' + handler.data_name + met] = list()

make_print(self, name, ep, reses, save, data_name=None): @B
return ret

run(self): am
self.save_history()

add_res_to_summary(self, summary, res): @m
summary [key] += res[key]

print_model_size(self): am
print(f'Non-trainable params: {non_trainable_params/1le6}"')

prepare_model(self): @B
self.print_model_size()

train_epoch(self): @@
return ret

test_epoch(self, tst_loader, tst_handler): em
return ret

calc_recall_ndcg(self, topLocs, tstLocs, batIds): em
return allRecall, allNdcg

save_history(self): em
log('Model Saved: %s' % args.save_path)

load_model(self): @m
log('Model Loaded')
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Code of OpenGraph
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* model.py

13

84

85

86
104
105
106
114
115
116
148
149
150
168
169
170
233
234
235
298

>

class

class

class

class

class

class

class

InitialProjector(nn.Module): om TOpOlOgy-aware prOjeCtion

return self.proj_embeds

TopoEncoder(nn.Module): @B High-Ordel’ SmOOthing
return embeds
GraphTransformer(nn.Module): en Graph Transformer
return embeds
GTLayer(nn.Module): @m Graph Transformer layer
return embeds
FeedForwardLayer(nn.Module): @B Feed_forward |ayer
return self.act(self.linear(embeds))
Masker (nn.Module): @m Efficient graph masker for edge MAE training

return t.sparse.FloatTensor(adj._indices(), newVals, adj.shape)

OpenGraph(nn.Module): @ OpenGraph

return all_preds
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Code of OpenGraph

* class OpenGraph

235 v class OpenGraph(nn.Module):

236 Vv def __init__ (self):

237 super(OpenGraph, self).__init_ ()

238 self.topoEncoder = TopoEncoder().to(args.devices[0])

239 self.graphTransformer = GraphTransformer().to(args.devices[1])

240 self.masker = Masker().to(args.devices[0])

241

242 def forward(self, adj, initial_projector, user_num):

243 topo_embeds = self.topoEncoder(adj, initial_projector(), user_num).to(args.devices[1])
244 final_embeds = self.graphTransformer(topo_embeds)

245 return final_embeds

246

247 > def pred_norm(self, pos_preds, neg_preds): @@

254 return pos_preds, neg_preds

255

256 > def cal_loss(self, batch_data, adj, initial_projector): em

283 return pre_loss + reg_loss, loss_dict

284

285 > def pred_for_test(self, batch_data, adj, initial_projector, cand_size, rerun_embed=True): @B
298 return all_preds
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Code of OpenGraph

« data_handler.py

13 > <class MultiDataHandler: @

38 trn_handler.initial_projector = InitialProjector(trn_handler.asym_adj)

39

40 > class DataHandler: om

153 self.tst_loader = data.DatalLoader(tst_data, batch_size=args.tst_batch, shuffle=False, num_workers=0)
154

155 > class TstData(data.Dataset): om

176 return self.tst_nodes[idx]

177

178 > class TrnData(data.Dataset): @@

238 return ancs, poss, negs, adj_id
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Code of OpenGraph

class MultiDataHandler:
def __init__ (self, trn_datasets, tst_datasets):
all_datasets = list(set(trn_datasets + tst_datasets))
self.trn_handlers [
self.tst_handlers = []
for data_name in all_datasets:

trn_flag = data_name in trn_datasets
tst_flag = data_name in tst_datasets
handler = DataHandler(data_name, trn_flag, tst_flag)
if trn_flag:
self.trn_handlers.append(handler)
if tst_flag:
self.tst_handlers.append(handler)
self.make_joint_trn_loader()

def make_joint_trn_loader(self):
trn_data = TrnData(self.trn_handlers)
self.trn_loader = data.DatalLoader(trn_data, batch_size=1, shuffle=True, num_workers=0)

def remake_initial_projections(self):
for i in range(len(self.trn_handlers)):
self.remake_one_initial_projection(i)

def remake_one_initial_projection(self, idx):
trn_handler = self.trn_handlers[idx]
trn_handler.initial_projector = InitialProjector(trn_handler.asym_adj)
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LLMs-Graph Intergration
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LLMs-Graphs Intergration

$§P> THE UNIVERSITY OF HONG KONG

* Conduct Alignment between GNNs and LLMs
* Create a Fused Model with LLM and GNN
* Build Agents by LLMs for Graph Tasks

Alignment between GNNs and LLMs

[ Structure Info.]-> GNNs 5
. o)
[ Textual Info. ]—> LLMs
S J

Fusion Training of GNNs and LLM
NN Eusion train on
LLMs Model
- Graphs

LLMs Agent for Graphs
Memory
. 3 LIM answer Graph
Tools Agent Questions
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Alignment bet. GNNs and LLMs ] # & * =

* Motivation: Align the feature spaces of GNNs and LLMs

o GNNs and LLMs process different types of data
o Distinct feature spaces in GNNs and LLMs

° MethOdS Alignment between GNNs and LLMs
o Contrastive Learning Cé}g  Structure Info. |+ GNNs :g:lg
: . Textual Info. LLM -
o EM lterative Trainng = O Grapns (| TextualInfo. o LLMs O
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« Several Methods in BioScience Leverage Contrastive Alignment
o Both MoMu and MoleculeSTM uses GIN to handle molecular graphs and BERT to handle text data.

o MoMu can directly imagine new molecules from textual descriptions with a pre-trained model MoFlow.

o MoleculeSTM achieves molecule retrieval and editing with text descriptions.

Graph encoder

Efqlrehd GEEREON  Contrastive
= g bridge learning
e

Text encoder

[MoMu, 2022]

Contrastive pretraining

o]
Encode f, Project p,,

gL | 2

o

b
Align

Aspirinis a £ de f Proi
commonly used ncode 1, roject p,

treatment of pain
and fever

[MoleculeSTM, 2022]
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[ConGraT, 2023]

Alignment bet. GNNs and LLMs
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performance in low-resource environments

« Several Methods in Graph Learning Leverage Contrastive Alignment

o ConGraT designs node-level alignment of GNN-embeddings and LM-embeddings, and show improvement on
node and text classification as well as link prediction tasks.

o G2P2 proposes text-node, text-summary, and node-summary alignment and improves the text classification

Node encoder

\

UB

tp-1:v1 tp-1-va

tl-vp

t2-vB

tp-1-vp

tp-vp

1 (i)
—%; H(v;,D
n ('U G’)

Papers grounded on a citation network Text-node interaction £,
Language Visual QA ... i Zy zZt |zt | .. zZtg
models are ... Graph encoder Z, Zoty | Zoty | . | Zotg

D (GNN) ~
z Zgty | Zgt Zgt,
(Dtarget node c 61] 672 656]
The BERT model ... [t ] ] . ]t]
The translation Text-summary interaction £,

A 4

tis1 | t1s ts
neighboring t | 12 156
Texts of the papers textemb. Lo L, 61| 65y | . | taSe| | B
text emb.
||| Text encoder
| The BERT model ... ] tes1| teSz2| .. | t6Se

Node-summary interaction L3
summary

text emb.
Z4S Z,S Z4S
for target g=q "1°2 126
Z,S1 | Z3S| ... | ZySg
target [
node emb.
| z, |- ZgSq | ZgSy| .. | ZgSe

[G2P2, 2023]
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Alignment bet. GNNs and LLMs

« Several Methods in Graph Learning Leverage Other Alignment

[GRENADE, 2023]

o Graph-Centric Contrastive Learning

o Graph-Centric Knowledge Alignment

o Minimize KL Divergence of the Distribution
from two Encoders (GNN and PLM).

structural embeddings

o '
SV ~R(V\W) —l_}
(negative sample)
U ® v e VK ® I

text-attributed (positive sample)

heterogeneous graph G

context graph
extraction

ueo—e v
rich-text nodes i M. u
HIEREEES .

1

g
Heterogeneous Graph k H u’JJ_‘—U“ N

Neural Network

backpropagate gradients
to f(Om, Ongnn)

Language Model J — LTIl

textual representations: hjy,

[THLM, 2023]

o Learning on Heterogenous Graphs

o THLM uses a positive-negative classification task with
negative sampling to improve the alignment of embeddings
from two different modalities.
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Alignment bet. GNNs and LLMs

* Graph and Language Learning by Expectation Maximization (GLEM)

« Language Models (LMs) for Node Classification

h,, = SeqEncy, (sn) out ut

po(yn|sn) = Cat(y, | softmax(MLPy,(h,))) LT _input ut

Text Embedding Strucfure M- Step tar et

Q 'C GNN training
« Graph Neural Networks (GNNs) for Node Classification Pseudo-label by LM e
seudo-labe y
h{) = o(AGG4(MSGy(h{g ), A)) E-Step N\
P (ynlA) = Cat(y, | softmax(h{")) LM training e

Text Attribute
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Alignment bet. GNNs and LLMs ] . /... ormovexore

* Graph and Language Learning by Expectation Maximization (GLEM)

« GLEM leverages a variational EM framework for optimization

out ut
In the E-step, the GNN is fixed, and the LM _input_ ut
mimics the labels inferred by the GNN. Text Embedding Sfr;‘c"t';”re M-Step tar et

O '<> GNN training

In the M-step, the LM is fixed, and the GNN is Pseudo-label by LM R by GNN
optimized by using the node representations
learned by the LM as features and the node E-Step
labels inferred by the LM as target LM training |<

Text Attribute
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Alignment bet. GNNs and LLMs

* Graph and Language Learning by Expectation Maximization (GLEM)

 GLEM achieves better performance improvements with various GNN backbones

Datasets Methods GNN LM

Xocs X GIANT Xpm GLEM-GNN G 1 LM-Ft GLEM-LM Lt

val | 73.00+0.17 74.89+0.17 47.56+191 7686+0.19 3.86 | 7527+0.09 76.17+047 0.90

GCN o5t | 71744029 7329+0.10 48.19+1.47 7593+0.19 4.19 | 74.13+0.04 7571+024 1.58

saGp Vel | 7277016 7595011 5616046 7645005 3.68 | 7527£0.09 7532+0.04 0.6

, test | 71.49+027 7435+0.14 5639+0.82 7550+024 401 | 74.13+0.04 7453+0.12 1.44
Acxiv | pp val [ 62202011 75014002 7114£019 7695£0.14 1475 | 7527£0.09 7564030 044
test | 56.53+0.02 7335+0.14 70.15+022 75.62+023 19.09 | 74.13£0.04 74.48+041 2.04

val | 7501+0.10 77.01+0.09 7140+023 77.49+0.17 248 | 7527+0.09 7575+0.07 0.48

RevGAT  (; | 74.02+0.18 75.90+0.19 7021+030 7697+0.19 295 | 74.13+0.04 7545+0.12 132

val | 91.99+0.07 93.47+0.14 8674+031 93.84+0.12 1.85 | 91.82+0.11 9271+0.15 0.71

SAGE (o5t | 7921+0.15 8233+037 71.09+0.65 83.16+0.19 395 | 79.63+0.12 81.25+0.15 1.61
GAMLp V4l | 93122003 9399£004 91.65£017 9419£001 107 | 91.82£0.11 9056004 -126

Products test | 83.54+0.09 83.16+0.07 8049+0.19 85.09+021 155 | 79.63+0.12 8223+027 2.60
val | 93.02+0.04 93.64+005 9278+0.04 9400+0.03 098 | 91.82+0.11 92.01+0.05 021

SAGN+  1or | 8435+0.09 86.67+0.09 8420+039 87.36+0.07 301 | 79.63+0.12 84.83+0.04 5.17

val | 7117+0.14 7270+0.07 69.78+0.07 71.71+0.09 054 | 68.05+0.03 69.94+0.16 1.89

GAMLP /| 67.71£020 69.33+0.06 6594+0.10 6825+0.14 054 | 63.52+0.06 64.80+0.06 1.78

Papers val | 71.59+0.05 73.05+0.04 69.87+0.06 73.54+0.01 195 | 68.05+0.03 71.16+045 3.11
GAMLP+  (,: | 6825+0.11 69.67+0.05 6636+0.09 7036+0.02 2.11 | 63.52+0.06 66.71+025 3.19
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* Motivation: Achieve a higher level of integration between
LLMs and GNNs

e Methods

o Fuse Transformer Layer with
Graph Neural Network Layer

Fusion Training of GNNs and LLMs
EALL ) ROl train on
LLMs Model
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» GreaselLM uses a cross-modal fusion component to inject information from the KG into language
representation and information from language into KG representation.

Cross-modal

Uni-modal

[ :
.
MLP (+1; 1+1 (1+1 (1+1
A
L
Pooling
f_j%
(o] @
o RR
oo oo oo om — @K\ po
Co0-@ Y
© ©
4 4 [ LM Layer
GreaselLM ! I ¥ T T 1 f ¥
Layer XM / | | @ 5
/ T 1
i t ) - @D CDED - @
[ GreaseLM Layer ] ///
[ GreaselLM Layer ]
XN
LM Layer Ineracto [ GNN Layer
= NS f f 1 f
| NS I 1
= = (-1 (@1-1)) = @
[INT] If itis not used for hair,a  KG Retrieval ] Y m Pine oY) g
round brush is an example of =~ ———>  AtLocation m m
what? [SEP] art supplies [SEP]

« An interaction node will connect all nodes in
the graph and conduct information fusion with

the latent rep. of a specific token in the
sequence.

» GreaselLM achieves high performance on
Question-Answering tasks with the structured
knowledge from graphs.
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* Disentangled Graph-Text Learner (DGTL)

« DGTL injects the disentangled graph neural network representation into each layer of the large

language models.

« DGTL achieves high performance on both citation network and e-commerce graph tasks.

Text
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4
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A
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Foray
Fray
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P
\

®asmmnnns 4ssmummnn?

structure
disentanglement

s EEEEEES
eUEEEEEEEEEREN,
YgeEEEEEEEEEE®

[1] Disentangled Representation Learning with Large Language Models for Text-Attributed Graphs, arXiv 2024
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R —na{Pe
- - 4
% ljl\,[ Py Early
A
F——

L — early exit‘
(€= --=_classifier
R Sua PN
v M ]
% —:__/‘ early exit&
€ - - == Cclassifier
S :
T = Y L%'_ |
M Q<= classiﬁer"

( ; S,
1 ?%i: Frozen l‘v: Tuned —: Forward *_ : Backward P: PrOJCCtOI’:
1

@ : Weighted Combination R: Readout M : Message Passing ;:

« ENGINE introduces a lightweight and
adaptable G-Ladder module that is
added to each layer of the LLMs.

« The G-Ladder employs a message-
passing mechanism to incorporate
structural information into the LLM.

» The output of G-Ladder is then used for
classification from downstream tasks.
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Fusion of GNNs and LLMs

* GraphAdapter uses a fusion module (e.g., MLPs) to combine the structural representations obtained from
GNNs with the contextual hidden states of LLMs.

(a) pre-training stage Trainable block [ GNN ][ Fuse ](New-Head)] Frozen block ([ PLM-Transformer/head

* This results in a fused representation

that can be used for supervised training | R — remmosaniation SR o [EE
and prompting. T oS > GNN Fuse|-»LTTTh > eaa T e 5] |
i 3 Senter:c? Hidden states --Residual 2 ;h;l_}:' I Sy ” o
: N representation 5 'Head! .
. . ; ! i For k-th Auto-regression LPLE] Trap sormer. ‘}j-f‘ f vise :
* Pre-training: Trains the GNN adapter -y [-- sports and reading ...]| ———————————— >[..sportsand] [reading] !
through an autoregressive task k-th token of node u k-1 th token k-th token
! . . same node
specifically predicting the next word. (b) fine-tuningstage ~ ~ "
: Structural Node :
I Graph Strut tati Emeddi 4 [
: %{; rap ru ure= GNN representation Fisa medding :g‘;’é :
. Fme-tunmg: insert task-specific prompts | . Sentence o s R _—
based on different downstream tasks to | N TP rdd oromot (PLM-Transforrmer ) I v
: ; prompts |
generate task-relevant node reps. | [... sports and reading ....] > [“..sports and reading ....",  Ground-truth !
+ [based on this profile, this user is ?] based on this profile, this user is ?] in this task :
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LLMs Agent for Graphs

* Motivation: Build LLM-based Agent for Graph Tasks

o The model is capable of solving problems step-by-step by utilizing
external tools and interacting with the graph.

* Methods
o Perception Module
o Memory Module
o Action Module

LLMs Agent for Graphs
Memory
- < LLM answer Graph
Tools Agellt Questions
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* Graph Agent (GA) builds memory module and reasoning module for LLMs to build an agent for graph tasks.

 Memory Module: Graph Agent converts
graph data into textual descriptions and
generates embedding vectors, which are
stored in long-term memory.

I N
; oL

3 7 Y& h”ll’q‘n
liadie i
5”"i’!{""f‘l’ﬂﬂ{g ,imi”' il
Al ':{lnﬁfl}::ri" v L

o

Reasoning
Module

Explicit
reasoning
and
Prediction
text

* Reasoning Module: During inference, GA
retrieves similar samples from long-term
memory and integrates them into a structured
prompt, which is used by LLMs to explain the
potential reasons for node classification or
edge connection.
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LLMs Agent for Graphs

Graph Agent (GA) has an inductive-deductive reasoning paradigm.

/ ................................. graph embedding(optional) . ,
Mewmorization L
N\ . # Edge information text
L/ S “x_name. x_type:Drug,”
TN \ /\ Graph to “y_ e -type genf M} i
N “X_ 1 neighbors:[{gene no isease
/N ‘\ [— text | nodes}, {ppatk?,vay nodLZK} ......
0 [\ encoder “Y_1_hop_neighbors:[{drug nodeS},
- / {disease nodes}, {gene nodes} ... ... i
“X_2_hop_neighbors:[... ..  —
“Y_2_hop_neighbors:[... .12 )

Heterogenous graph

e ” nd patt * retrieved examples
Example_23, reasons ai atterns vetrieved example:
'V\Ference { amp - 1.Node A and Iilode B similar to target edge
{Example_ds?, have share neighbors ... {Example_1},
- - {reason_1} . {Example_2},
Looking at the neighbors {reason_2} 2.Gene C .and Drug D Inductive | - -
of node_X, gene_1 is an Deductive | freason_3} are both in a biological | reasoning iE)fample_;},
enzyme of protein_2 ... VE (. < process ... < - instruction
node_Y is involved in the |" easoning \ ftarget edge} “identify reasons wb.\y
transport protein_2 ... < # [(nStruction 3. Gene_C and Gene_E a connection ex«s_ts in
Therefore, | would lean “iConsidering the reasons are in the sample gene example edges. List .
towards TRUE. and examples, does a the reasons concisely
connection exist between
node_X and node_Y?”’ ]
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» Readi proposes a Reasoning-PathEditing framework to solve questions with Knowledge Graphs (KGs).

- Step 1: Reasoning Path Generation

Leverage LLMs to generate reasoning paths
for the given questions.

« Step 2: Path Editing

If the path can not be initialized on the KG,
then edit it with error message by LLMs.

« Step 3: Path Instantiation and Answering

Instantiating the paths and merge the paths into
prompts for LLMs to given the final answer.

Question

What country bordering France contains an
airport that serves Nijmegen?

(a) Reasoning Path Generation

Instruction: Output reasoning paths for

each entity to answer the question.
_—

Reasoning Path ]

29 (a) Reasoning Path Generation
LM l
Reasoning Path

Topic Entity: France, Nijmegen

(b) Reasoning Path Instantiation

" " - - . KG relations
[h’lltlal: [Nijmegen] serve_airport - contain \/} | bind NL relations —
Initial: [France] border X P Relation binding adjoin’,
[ ] ?Feasonmg Path near. by’
- <« rance] border b i
[Edlted. [France] border - country v ] Path Jocations
il KG instances connecting

'@; (b) Reasoning Path Instantiation
KG

T,
France i compound node X INVOKE EDITING

Merge Invoke *,
s \
KG instances Result Editing % (c) Reasoning Path Editing
airport . contained by 5o . Instruction: Given a path and some
WZ air. German 29) (c) Reasoning feedback of a question, correct the path.

Nijmegen
ndj

Lim Path Editing

adjoin country
France —— compound node ——— German

___________ > .
g Epm— . [Edlted Path ]
LLM QA reasoning Initial Path + End with c.:)mpound node [France] border->country
Instantiated contexts:
First, based on ‘-, the county borders France is [France] border X F adjoin
. + France >
German. Second, ***. So the answer is {German}. Candidates:
relation 5 — T B, 008
—— relations inKG  --» only when necessary — standard operation [country, relationship, -+*]
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LLMs Agent for Graphs

* Readi achieves high performances on the QA tasks with knowledge graphs.

Methods WebQSP CWQ MQA-1H MQA-2H MQA-3H
Training-based Method

EmbedKGQA (Saxena et al., 2020) 66.6 - 97.5 98.8 94.8
NSM (He et al., 2021) 67.7 47.6 97.1 99.9 98.9
TransferNet (Shi et al., 2021) 71.4 48.6 97.5 100" 100"
SR+NSM+E2E (Zhang et al., 2022) 69.5 49.3 - - -
UniKGQA (Jiang et al., 2023c¢) 75.1 50.7 97.5 99.0 99.1
ReasoninglLM (Jiang et al., 2023b) 78.5 69.0" 96.5 98.3 92.7
RoG (Luo et al., 2024) 85.7* 62.6 - - 84.8

Inference-based Method

Davinci-003 (Ouyang et al., 2022) 48.7 - 52.1 25.3 42.5
GPT3.5 (OpenAl, 2022) 65.7 44.7 61.9 31.0 43.2
GPT4 (OpenAl, 2023) 70.7 52.1 71.8 52.5 49.2
AgentBench (Liu et al., 2024b) 47.8 24.8 - - -

StructGPT (Jiang et al., 2023a) 69.6 - 97.1 97.3 87.0
Readi-GPT3.5 74.3 55.6 98.4 99.9 99.4
Readi-GPT4 78.7 67.0 98.5* 99.9 99.2
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LLMs Agent for Graphs

« Reasoning on Graphs (RoG) answers graph-retaled questions in 3 steps: planning, retrieval, and reasoning.

e Planni ng , Knowledge Graphs (KGs)

LLMs generates a set of associated paths based on the
structured information of the knowledge graph
according to the problem

° Retrleval Relation Paths Z /7 Q(Zlgq, g) @ Retrieval \ Reasoning Paths Wz
. . . . 21 :born_in — city_of . born_in city_of
it uses the associated paths generated in the planning | = grsdusten_fron » locateain | —-oooo-Yooo_. | Bt paamton PUSA L ated in
. . . 23 : profession — work_in — city_of | | Planning Optimization ! Joe Biden ————————— University of Delaware —— USA
stage to retrieve the corresponding reasoning paths beme e ' 2o
from the KG. Prompt: Please generate Py(2]q) <J Prompt: Please answer the
helpful relation paths for Planni R . question based on the reasoning
{\, answering the question. @ Planning ® Reasoning paths and explain why.
® Reason i ng ‘ -~ ; Answer: The answer is
Question: What is the | ey | _J} Large Language Models (LLMs) =——>
nationality of Joe Biden? v Py(alg, Z,6) USA, because .....
Finally, it uses the retrieved reasoning paths to generate _— > O
the answer and explanation for the problem using LLMs. Inference Instruction }El | Reasoning Optimization !

Finetuningp L .
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* RoG also achieves high performances on the QA tasks with knowledge graphs.

Table 1: Performance comparison with different baselines on the two KGQA datasets.

Type | Methods WebQSP cwWQ
Hits@l Fl1 Hits@1 Fl1
KV-Mem (Miller et al., 2016) 46.7 34.5 184 15.7
EmbedKGQA (Saxena et al., 2020) 66.6 - 459 -
Embedding NSM (He et al., 2021) 68.7 62.8 47.6 42.4
TransferNet (Shi et al., 2021) 714 - 48.6 -
KGTS5 Saxena et al. (2022) 56.1 - 36.5 -
GraftNet (Sun et al., 2018) 66.4 60.4 36.8 32.7
Retrieval PullNet (Sun et al., 2019) 68.1 - 45.9 -
SR+NSM (Zhang et al., 2022) 68.9 64.1 50.2 47.1
SR+NSM+E2E (Zhang et al., 2022) 69.5 64.1 49.3 46.3
SPARQL (Sun et al., 2020) - - 31.6 -
Semantic Parsin QGG (Lan & Jiang, 2020) 73.0 73.8 36.9 374
€ | ArcaneQA (Gu & Su, 2022) - 753 - -
RnG-KBQA (Ye et al., 2022) - 76.2 - -
Flan-T5-x1 (Chung et al., 2022) 31.0 - 14.7 -
Alpaca-7B (Taori et al., 2023) 51.8 - 274 -
LLMs LLaMA2-Chat-7B (Touvron et al., 2023)  64.4 - 34.6 -
ChatGPT 66.8 - 39.9 -
ChatGPT+CoT 75.6 - 48.9 -
KD-CoT (Wang et al., 2023b) 68.6 52.5 55.7 -
UniKGQA (Jiang et al., 2022) 77.2 72.2 51.2 49.1
LLMs+KGs | DECAF (DPR+FiD-3B) (Yuetal.. 20222) 82.1 788 - ;
| RoG 85.7 70.8 62.6 56.2
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LLMs-Graphs Intergration

Alignment between GNNs and LLMs
[ Structure Info.H GNNs

=

=

=

7]
ugie

[ Textual Info. H

Fusion Training of GNNs and LLMs

GNNs -
Fusion
(&> train on

Graphs

Graphs
T g LLMs Agent for Graphs )
Memory —
LLM answer Graph
Tools Agent Questions
MoMu [43], ConGraT [2], G2P2 [55], GRENADE [27], MoleculeSTM [33]
Alignment between GNNs and LLMs } ’ ’ ’ ’ ’
& J™| THLM [70], GLEM [67]
(LLMS-Graphs Intergration Fusion Training of GNNs and LLMs )—(GreaseLM [64], DGTL [40], ENGINE [69], GraphAdapter [24] )
LLMs Agent for Graphs )—(Graph Agent [53], Readi [9], RoG [36] )
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LLMs-Only

» Constructing proper prompts for LLMs to answer graph-related answers!

* Tuning-free: Design prompts from graph structured that LLMs can directly
understand.

* Tuning-required: Instruction tuning LLMs to align the knowledge of graphs.

T} Tuning-free LLMs
@ | Diverse |: §3
Features|: [ J
Graphs ' or Answer
i Tuning-required LLMs
[ Input Prompts J O
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Tuning-free LLMs

* Motivation: Translate the structure data of graphs into
natural languages that LLMs can directly reasoning.

* Challenges

o How to sequence the graph information (e.g., edges, nodes) ?
o How to benchmark LLMs? .

Tuning- free LLMs
Dlverse
Features

Input Prompts

__________________________
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Tuning-free LLMs

* NLGraph proposes a benchmark for graph-based problems and introduces instruction-based approach.

o NLGraph Benchmark has 8 graph-related tasks (e.g., link prediction, shortest path, hamilton path).

/-l 1. Connectivity} N /—i 2. Cycle N 3. Topological Sort ~N /—| 4. Shortest Path } N

ooee RO O oo @2/6\1\@

oo &0 F——C o0

Determine if there is a path between In an undirected graph, (ij) means that ' In an undirected graph, the nodes are

two nodes in the graph. Note that (i,j) nodg i and node j are connected with an | | In a directed graph with 5 nodes numbered from 0 to 4, and the edges are:
means that node i and node j are undirected edge. numbered from 0 to 4: an edge between node 0 and node 1 with
connected with an undirected edge. The nodes are numbered from 0 to 5, node 0 should be visited before node weight 2, ...

Graph: (0,1) (1,2) (34) (4,5) and the edges are: (34) (3,5) (1,0) (2,5) 4,.. Q: Give the shortest path from node 0 to
Q:Is there a path between node 1 and (2,0) o Q Can all the nodes be visited? Give the | | node 4.
Lnode 4? ) \Q: Is there a cycle in this graph? ) \solutlon. )L )

f' 5. Maximum Flow ~ /[G. Bipartite Graph Matchi ,} N f_i 7. Hamilton Path N f‘i 8.GNN ~

O
@—e _@\ job applicants (D) @ 0»@
d ° \® jobs @ (1) 'Ie

@ [o]1]
. There are 4 job applicants numbered .

In a directed graph, the nodes are from 0 to 3,Jand Ejpobs numbered from In an undirected graph, (i,j) means that In an undirected graph, the nodes are

numbered from 0 to 3, and the edges 0 to 4. Each applicant is interested in node i and node j are connected with numbered from 0 to 4, and every node has an

are: some of the jobs. Each job can only an undirected edge. embedding. (ij) means tha? node i and node j

an edge from node 1 to node 0 with accept one applicant and a job The nodes are numbered from 0 to 4, are connected with an undirected edge.

capacity 10, . applicant can be appointed for only one | | and the edges are: (4,2) (04) (4,3) (0,1) Embeddings: node 0: [1,1], -+

an edge from node 0 to node 2 with job. 0,2) 4,1) 2,3) The edges are: (0,1) ...

capacity 6, ' Applicant 0 is interested in job 4, ... Q: Is there a path in this graph that In a simple graph cgnvolution layer, each

an edge from node 2 to node 3 with Q: Find an assignment of jobs to visits every node exactly once? If yes, _node'_s embedding is u.pdated by the sum of

capacity 4. ) applicants in such that the maximum give the path. Note that in a path, its neighbors” embeddings.

Q: What is the maximum flow from node number of applicants find the job they adjacent nodes must be connected Q: What's the embedding of each node after

1 to node 3? are interested in with edges. one layer of simple graph convolution layer?
I\ J U - J J U J
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* NLGraph proposes a benchmark for graph-based problems and introduces instruction-based approach.

O

O

O

Promprting Techniques can greatly improves the baseline performance (~37%-57%).

CoT: Chain-of-Thought
SC : Self-Consistency

Method Connectivity Cycle Shortest Path

Easy Medium Hard Avg. Easy Medium Hard Avg. Easy Hard Easy(PC) Hard (PC) Avg.
RANDOM 50.00 50.00 50.00 50.00 50.00 50.00 50.00 50.00 6.07 6.69 14.73 13.81 17.81
ZERO-SHOT _ 83.81 72.75 63.38 71.31 50.00 50.00 50.00 50.00 2940 21.00 46.00 26.76 30.79
FEW-SHOT 93.75 83.83 76.61 84.73 80.00 70.00 61.00 70.33 31.11 26.00 49.19 35.73 35.51
CoT 94.32 82.17 7721 84.57 84.67 63.33 53.25 66.75 63.89 29.50 76.84 35.79 51.51
0-CoT 79.55 65.83 68.53 71.30 5533 57.67 49.00 54,00  8.89 7.50 62.39 43.95 32.03
CoT+SC 93.18 84.50 82.79 86.82 82.00 63.67 53.50 66.39 68.89 29.00 80.25 38.47 54.15
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« GPT4Graph designs structure understanding and semantic understanding tasks.

o Structure Understanding Tasks: Degree Calculation, Link Prediction ...

o Semantic Understanding Tasks: Question-Answering, Node Classification, Graph Classification ...

Size Detection Degree Detection Edge Detection

N

\<’—\>/ /
I
~0 I 9 \ \
/ ? e
5 nodes x1
4 Edges Degree 3 has an edge
Tile > Clnshenton win

Graph Convolutional
Network

— T —
pepr X or . / \ /
supervised learning ...
Abstract related methods by a
significant margin. Diameter 3 Clustering: 0.33
Atrribute Retrieval Diameter

Clustering

Figure 3: Structure Understanding Tasks

KGQA GQL Generation
Th
Robert Terminal Robert Te Th_ |
Zemeckis s o, et -~ Termina
locteg Zemeckis ., N
& fed s, .
porest 2 Forest q
) Gump st 3 Gump | %
/ gy, ) s I’"”eofb
us. e / " Tom
u.s. Hanks
QUEI’YZ The director who directs Query: The director who directs Forest Gump
Forest Gump also direct what? also direct what? Use Cypher to answer
Answer: MATCH (m1)-[is directed by]->(d)-[direct]>(m2)
Answer: Back to the Future RETURN m2
B C\ 4 c_ se
Query: What is the class of node C ? Use Query: Is this molecule active with H3C4 ?
Abbreviation to answer.
Answer: CS.Al Answer: No.
Node Classification

Graph Classification

Figure 4: Semantic Understanding Tasks
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« Self-Prompting Paradigm in GPT4Graph
o First Step: Asking LLMs to automatically generate the context of the input graph.
o Second Step: The generated new context is merged with the original input to give the final answer.

Instructor: New Contexts:
You are a brilliant graph master that can handle anything Final Output:
related to graphs like retrieval, detection and classification. Node P357 has 4 neighbors, where each of which
are about anomaly detection with statsitical . . . .
y ! The clustering coefficient of a node is the ratio of the
<7xnl version='1.0" encoding="utf-g'7> models. The whole graph contains 5 nodes and 10 . .
<graphml xmlns="http://graphml.graphdrawing.org/xmlns"> ) . . . . number Of Closed nelghbors Ond 0" pOSSIb'S Closed
Do o M N terr A s b Lo iyt edges and describes the citation relations. ....... iahbors. T he clusteri i f nod
DA SR Sty 9 neighbors. lo compute the clustering coetfticient ot node

mis:t;d:;;zﬂ::le“>stat15tical anomaly detection via composite hypothesi models</ P357, we ﬁsrt knOW I'ha" node P357 hOS 4 neighbors
data>

gnode proszes a0 e

</;g:§: key="title">universal and composite hypothesis testing</data> 'ha' is there are totq“y 6 possible triangles between
cedge source="P3ST" target="p79639"> Generate Generate them. Among these neighbors, there are only 2 of them

<d =" ion"> < > N . . .
<Jedges 7 rEIRTIONTeTETeCes/data New Contexts Final Output | connected with each other, which forms one triangle.
) 9

o Thus the clustering coefficient of node P357 is 1 / 6 =
Context: XXXXXX C:> LLMs :> 0.167.

What is the clustering coefficient of node P357 ?
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Graph-LLM proposes two frameworks to handle the node classification task with LLMs.
o LLMs-as-Enhancers: Given node features or enhanced text attributes.
o Three strategies to adopt LLMs as Enhancers.

_— Input [N

= = = =% OQutput Predictions D o
Target !

— PLM\

Text
Attributes ,

4

, ‘ Enhanced Text
Attributes

4— . LLM

Text
Attributes ,

I

I

$ ’
[:] Pseudo Labels ’

Text
Attributes ,

4
4

‘ v
B*—» B—ﬁ----'-

Node Pseudo Labels
features

4

v

Node
features

e Predictions [:]
Predictions

Node
features

Predictions
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Graph-LLM proposes two frameworks to handle the node classification task with LLMs.
o LLMs-as-Predictors: LLMs directly give the answers based on constructed prompts
o Design effective prompt to incorporate structural and attribute information.

Text \
Attributes

P rompt C> >

C<8 / Prompt

Graph
Structures

Predlctlons

can sample multiple times and summarize each of them to
obtain more fine-grained neighborhood information.

Paper: Title: C-reactive protein and incident cardiovascular
events among men with diabetes.

Abstract: OBJECTIVE: Several large prospective studies
have shown that baseline levels of C-reactive protein (CRP)

Neighbor Summary: This paper focuses on different aspects
of type 2 diabetes mellitus. It explores the levels of various
markers such as tumor necrosis factor-alpha, interleukin-2

Observation 15. Neighborhood summarization is
likely to achieve performance gain.

From Table 14, we note that incorporating neighborhood in-
formation in either zero-shot or few-shot approaches yields
performance gains compared to the zero-shot prompt with-
out structural information except on the PUBMED dataset.
By following the "homophily” assumption [87; 39|, which

Ground truth: ”Diabetes Mellitus Type 1”
Structure-ignorant prompts: ”Diabetes Mellitus
Type 17

Structure-aware prompt:
2”

GNN: ”Diabetes Mellitus Type 2”

”Diabetes Mellitus Type

116
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- Talk Like a Graph discovers different methods to encode graph into text for LLMs to solve various problems.
o Finding 1: LLMs perform poorly on basic graph tasks.
o Finding 2: The graph encoding function has a significant impact on LLM graph reasoning
o Finding 3: Model capacity has a significant effect on performance of LLMs on graph reasoning tasks.

Graph G

Graph encoder
function: g

Graph task

Prompt
question: Q

Prompt
G describes a graph among nodes 0, 1, 2, 3, 4, 5, 6, 7, and 8.
In this graph:
Node 0 is connected to nodes 2 and 3.
Node 1 is connected to nodes 2 and 8.

Question: What is the degree of node 47?

LLM: f

—1 Answer: A
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» Various Graph Encoding methods in Talk Like a Graph:
o Adjacency. Using integer node encoding and parenthesis edge encoding.
o Incident. Using integer node encoding and incident edge encoding.

O

Adjacency: In an undirected graph, (i,j) means that node i
and node j are connected with an undirected edge. G
describes a graph among nodes 0, 1, 2, 3, 4, 5, 6, 7, and 8.

Expert: You are a graph analyst and you have
been given a graph G amongA, B, C, D, E, F, G,
H, and |. G has the following undirected edges:
A->B,A->C, ..., H->1

The edges in G are: (0, 1) (0, 2) ... (6, 7) (7, 8).

Incident: G describes a graph among nodes 0, 1, 2, 3, 4, 5,
6, 7, and 8. In this graph: Node 0 is connected to nodes 1, 2.
Node 1 is connected to nodes 0, 2. Node 2 is connected to
nodes 0, 1, 3,4, 5, 7. ... Node 8 is connected to nodes 3, 7.

Friendship: G describes a friendship graph among James,
Robert, John, Michael, David, Mary, Patricia, Jennifer, and
Linda. We have the following edges in G: James and

Graph G

Robert are friends. ... Jennifer and Linda are friends. /

(" Politician: G describes a social network graph among
Barack, Jimmy, Arnold, Bernie, Bill, Kamala, Hillary,
Elizabeth, and John. We have the following edges in G:
Barack and Jimmy are connected. ... Elizabeth and John
\_are connected.

~

J

(" Social network: G describes a social network graph
among James, Robert, John, Michael, David, Mary,
Patricia, Jennifer, and Linda. We have the following edges
in G: James and Robert are connected. ... Jennifer and
\_Linda are connected.

~

J

-

Daenerys, Jon, Bran, Sansa, Arya, Cersei, and Jaime.
In this friendship graph: Ned and Cat are friends, Ned and
Daenerys are friends, Cat and Daenerys are friends, ...,

AN

KCersei and Jaime are friends.

GOT: G describes a friendship graph among Ned, Cat, R

/

Co-authorship: G describes a co-authorship graph among
James, Robert, John, Michael, David, Mary, Patricia,
Jennifer, and Linda. In this co-authorship graph: James and
Robert wrote a paper together. ... Jennifer and Linda wrote
a paper together..

SP: G describes a friendship graph among Eric, Kenny, Kyle,
Stan, Tolkien, Heidi, Bebe, Liane, and Sharon. In this friendship
graph: Eric and Kenny are friends, Eric and Kyle are friends ...,
Heidi and Bebe are friends, Bebe and Liane are friends, Liane and
Sharon are friends.
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« LLM4DyG leverages LLMs to handling spatial-temporal dynamic graphs.
o benchmarks the spatial-temporal comprehension of LLMs on dynamic graphs.

o One more number in the edge indicates the timestamp.

Temporal
When link

Question: Given an undirected
dynamic graph with the edges [(1, 2,
0), (9, 1, 1), (3, 4, 4)]. When are
node @ and node 1 linked?

Answer: 1

When connect

Question: Given an undirected dynamic
graph with the edges [(1, 2, 9), (O,
1, 1), (2, 3, 2), (3, 4, 4)]. When are
node © and node 3 first connected?
Answer: 2

Spatial
What neighbors at time

Question: Given an undirected dynamic
graph with the edges [(1, 2, 1), (O,
1, 1), (3, 4, 4)]. What nodes are
linked with node 1 at time 1?

Answer: [0, 2]

What neighbors in periods

Question: Given an undirected dynamic
graph with the edges [(1, 2, 9), (2,
0, 1), (2, 3, 2)]. What nodes are
linked with node 2 at or after time 1?
Answer: [0, 3]

Spatial-Temporal
Check temporal path

Question: Given an undirected dynamic
graph with the edges [(1, 2, 1), (O,

1, 1), (3, 4, 4)]. Did nodes 9, 1, 2

form a chronological path?

Answer: Yes

Find temporal path

Question: Given an undirected dynamic
graph with the edges [(1, 2, 9), (2, o,
1), (2, 3, 2)]. Find a chronological
path starting from node 1.

Answer: [1, 2, 3]
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« LLM4DyG suggests the Disentangled Spatial-Temporal Thoughts (DST2)
o General advanced prompting techniques do not guarantee a performance boost here.
o DST2 instructs the LLM to sequentially think about the nodes or time.

Table 5: Model performance (ACC%) on the dynamic graph tasks with one-shot prompting method and our proposed DST2
prompting methods (v1 to v4). The best and the second-best results for each task are in bold and underlined respectively.

Task Temporal Spatial Spatial-Temporal
, when when when  neighbor neighbor  check check find sort
Prompting methods : . . .
link  connect tclosure attime in periods tclosure tpath tpath edge
one-shot prompt 33.7+21  77.0x29  73.0+16 34.0+1.4 15.7+42 66.7+45 63.7+26 78.3+60  29.3+40

v1: Think (about) nodes and then time | 40.0+16  77.0+41  74.0+14  34.0x0s 15.0+4.2 69.3+1.7 61.0x33 79.0+75 30.0+36
v2: Think (about) time and then nodes | 37.3+26  76.7+34  73.3x05  31.7+19 15.7+34 67.0+29 61.3x19 79.0+75 30.713.9
v3: Pick nodes and then time 59.3+21  77.0+24  68.0+x08  35.0+29 16.7+4.7 65.0+37  62.3+29 78.0x54  30.0+29
v4: Pick time and then nodes 76.7+1.7 763139  68.7+x09  35.7+25 15.3433 65.3+29  63.3+26 78.3+58  29.3129
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Tuning-required LLMs

 Motivation:

»convert graphs into sequences in a specific way and align graph
token sequences and natural language token sequences using fine-
tuning methods

—CLLMS-Only
>—|;(T — red InstructGLM [60], WalkLM [45], LLaGA [6], InstructGraph [52], ZeroG [29],
uning-require GraphWiz [5], GraphlInstruct [37], MuseGraph [44]

Y = N K

| Y

! !

! I

. 1

P | Diverse |;

Features|:

Tuning-required LLMSJ

8

[ Input Prompts J
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 InstructGLM: Language is All a Graph Needs (EACL'24)

1-hop prompt with meta node feature

(Categorize the central node: (<node_4>, ‘toward cloud computing evolution’)
is connected with (<node_76>, [title_76]), (<node_21>, [title_21]), ... within
one hop. \n

\_ Which category should <node_4> be classified as?

distributed computing

3-hop prompt with intermediate paths

Categorize the central node: <node_17> is connected with <node_909>,
<node_1682>, ... within three hops through (<node_32>, and <node_561>),
(<node_16980> and <node_98>), ..., respectively. \n

\Which category should <node_17> be classified as?

software engineering ]

structure-free prompt
Categorize the central node: <node_169341> is featured with its
title: ‘unsupervised attention guided image to image translation’
and abstract: ‘Current unsupervised image-to-image translation
techniques struggle to focus their attention on individual objects
without altering the background. ...". \n
Which category should <node_169341> be classified as?

InstructGLM computer vision

Multi-task Multi-prompt Instruction Tuning Node Classification

Link Prediction

<node_1006>

2-hop prompt with meta node feature & intermediate nodes
Perform link prediction for the central node: (<node_0>, ‘difference
target propogation’) is connected with (<node_511>, [title_511]),
(<node_6>, [title_6]), ... within two hops through (<node_49>,[title_49]),
(<node_12>, [title_12]), ..., respectively. \n
Which other node will be linked to <node_0> within two hops through
<node_2001>?

1-hop prompt without meta node feature

Perform link prediction for the central node: <node_2867> is connected
with <node_48605>, <node_609>, <node_656>, <node_1998>, ... within
one hop. \n

Will <node_174> be connected with <node_2867> within one hop?
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 InstructGLM: Language is All a Graph Needs (EACL'24)
»Instruction Prompt Design

»Generative Instruction Tuning for Node Classification
>Auxiliary Self-Supervised Link Prediction

machine
Flan-T5/ LLaMA

Categorize the central node: (<node_1>, Title_1) is connected to (<node_2>, Title_2), (<node_4>, Title_4), (<node_5>, Title_5),
(<node_7>, Title_7), (<node_8>, Title_8) within one hop. Which category should (<node_1>, Title_1, Abstract_1 ) be classified as?
Perform link prediction for the central node: <node_1> is connected with <node_5>,<node_6>,<node_7> within two hops through
<node_7>,<node_4>,<node_5> respectively. Which other node will be connected to <node_1> within two hops through <node_4> ?

Token: <node_1> Title_1: Lifelong Learning of Discriminative Representatiions

Abstract_1: We envision a service provider facing a continuous stream of problems with the same domain...
1-hop neighborinfo: [ 2,4,5,7, 8] 2-hop neighborinfo:[(1,4,9),(1,4,6),(1,5,7),(1,7,5)]
3-hop neighborinfo:[(1,4,9,0), (1,4,6,3)]
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 LLaGA: Large Language and Graph Assistant

»>Structure-Aware Graph Translation
v'Neighborhood Detail Template
v Hop-Field Overview Template

Step 1: Graph Structure -> Node Sequence

| Neighborhood Detail Template

0 S L
D) | -
(G) = 1
‘A :
/X\ | ABCDAG [pad] A[pad] [pad] AEF
& © !

1
1
1
1 1
1 1
\: or / '
1
1
| Hop-Field Overview Template

]
1 message passing

! ® @ @ ®
) o = ):

! ) \/@ @/\E:go; G 9‘0
. ® /A\ k /A\ ;

1

! ® P ® o ® ®

I Hop 1 Hop 2 Hop 3

1
1 Node Sequence:
: [Hop 0] [Hop 1] [Hop 2] [Hop 3] 1 24
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 LLaGA: Large Language and Graph Assistant
»>Alignment Tuning

maxgmze p(Xanswer |Xg'raph7 Xquestiona Xsystem)'

Step 2: Node Sequence -> Token Embedding Sequence Training Task

DoQ
P EF

Node Classification

Given a node-centered graph: <node sequence>,
we need to classify the center node into 40
classes: cs.NA(Numerical Analysis),
cs.MM(Multimedia), ..., please tell me which

Freezed LLM

O

|
| \ 1
1 \ 1
1 \ 1
| | 1
1 | 1
| \ 1
i | |
1
| ) 1
: 1 (o o o ) e o ; class the center node belongs to?
| : 4] @
1 I A | &
: : Projector @ Tuned : cs.NA(Numerical Analysis)
H i 00,
! | T ! Link Prediction %
i oo
1 1
| : 1 Given two node-centered subgraphs: <node
' ! i . . sequence™> and < node sequence>... Please tell me
1 Please Describe the graph:  <graph> 1 o whether two center nodes in the subgraphs should
: : o~ connect to each other. Answer yes or no.
! Prompt Design (Base Model: Vicuna-v1.5) !
: : A chat between a curious user and an : No
: artificial intelligence assistant. The assistant gives helpful, detailed, : = @
1 and polite answers to the user's questions. , Node Description
: USER: Given you a node: <node sequence>...Please tell me... :
Please describe the center node : <node sequence>.
: ASSISTANT: <Answer> : (o)
| T 1
1 Training Prompt: [ ] USER:[USER] Bl i represents a paper in
H ASSISTANT: [ASSISTANT] </STOP> : cs.Al(Artificial Intelligence), it’s about
! Inference Prompt: | ] USER:[USER] i simultaneous merging multiple grid maps using 1 2 5
| ASSISTANT: , the robust motion averaging.

Q:
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* InstructGraph: Boosting Large Language Models via Graph-
centric Instruction Tuning and Preference Alignment

-

Ci ivity D

Q: Given a graph G1,
deter-mine if there is a
path between node 2 and
3.

A: The answer is yes.

Hamilton Path

Q: Given a graph G2, is
there a path visits every
node exactly once.

A: No.

Shortest Path

Q: Given a graph G1,
find the shortest path
between node 2 and 3.

A: The path is 2,0,4,3.

Cycle D
Q: Given a graph G1,
deter-mine if there is a
graph cycle.

A: No cycle in the graph.

Bipartite Matching
Q: Given a graph G2,
whether node 1 is
connective to node 4.

A: Yes.

Degree Computing
Q: Given a graph G1,
compute the degree of
node 4.

A: The degree is 3.

Definition: Given a graph, understand the
structure and answer the question about
connectivity, cycle, hamilton path, bipartite
U matching, shortest path and degree.

~N

Graph [name="61"1{
node_list=[0, 1, 2, 3, 4, 5];

edge_list=(
(@ <> 1) [weight=1],
(0 <—> 2) [weight=3],

Graph [name="G2"]{

node_list=[0, 1, 2, 3, 4, 5];
edge_list=[
(0 <> 2), (0 <> 5),
(1 <=>2), (1 <> 3),

Graph Structure Modeling
(Graph Reasoning)

/Deﬁnition: Given a passage, understand
the instruction and question, and then
generate a graph to satisfy the semantics
or structures.

Knowledge Graph Generation

Q: Given the following passage, generate a
knowledge graph to express the semantics:

"James Cameron is a Canadian filmmaker born in
Ontario in 1954. He directed popular movies such as
Titanic and Avatar."

A: The graph is shown in the follow:

Graph [name="Knowledge-Graph" ] {
entity_list = ["James Cameron”, “Ontaric”, ... I,
triple_list = [("James Cameron" -> "Ontario")|[
relation="born in"], ... ],

Structure Graph Generation

Q: Given the follow description, generate a graph to
release the structure. "In an undirected graph, the
nodes are from 0 to 6, (i, w, j) means an edge with a
weight w. All edges are: (3, 5, 5), (0, 2, 1), (0, 1, 6),
(2,3,4),(51,6), (23 3),(1,1,6)and (1,4, 6)."
A: The graph is shown in the follow:

Graph [name="St ructure-Graph"]{

node_list = (9, 1, 2, 3, 4, 5, 6],

edge_list = [
(0 -> 1) [weight=2], (0 —> 6) [weight=1], ... ],

Link Prediction

Q: Given a graph G3, predict
the relation between "James
Cameron" and "Canada".

A: place_of_birth.

Question Answering

Q: Given a graph G3, answer
the question: what's the
birthday of the film TITANIC's
director?

A: 1954.

Relevance Inspection
Q: Given a graph G3, whether

Graph (name="G3"1{
entity_list = [

“James Cameron®, “Ontario”, ... 1,
triple_list = [ triple_list = |
("James Cameron” -> "Ontario") [ (“User1" —> “Item1") [score="good"],

relation="born in"

1 e 1,

Caption Generation
Q: Given a graph G3,

the is
relevant to the graph. "James

A: Yes, it's relevant.

a caption to
describe the graph.

A: James Cameron ...

Graph Language Modeling
(Graph Reasoning)

foraph [name="G4"1{
entity_list = [
"User1”, "User2", ... I,

“Userl".revies = “The film is nice.”,
)

Collaboration Filtering
Q: Given a graph G4,

Node Classification
Q: Given a graph G3,

classify the node what's the user3's review

"Canada". preference towards
item1?

A: country_name. A:lt's

Definition: Given a graph, understand the
graph semantic and answer the question
about caption, QA, node classification, link
prediction, relevance and collaboration. ')

Graph Thought Modeling
(Graph Reasoning and Generation)

C & Factual

Q: What's the birth country of Avatar's director?

A: To answer this question, we first find the topic

entity is "Avatar". Then, we construct a knowledge

subgraph of the topic entity, the graph is:

Graph [name="Thought-Graph"1{
entity_list = ["James Cameron", “Avatar", ... ],
triple_list = [("Avatar" -> “James Cameron”) [

relation="director"], ... ],

Based on the graph, we can find a reasoning path
that (Avatar, director, James Cameron, born in,
Ontario, country, Canada). So the answer is Canada.

Definition: Given a reasoning question, think
step by step: 1) find a topic entity, 2) then
generate a graph that express the thinking
process, 3) finally output the answer.

Arithmetical & Logical Reasoning
Q: Roger had 16 dollars. For his birthday he got 28
more dollars but spent 25 on a new game. How much
money does he have now?
A: To answer this question, we first find the topic
entity is "Roger". Then, we construct a graph:
Graph [name="Thought-Graph"]{
entity_list = [“Roger”, "16 dollars”, ... 1,
triple_list = [("Rogar" "16 dollars") [
relation="first has"], ... ],

Based on the graph, we can find a reasoning path
that (Rogar, first has, 16 dollars, add, 28 dollars,
minus, 25 dollars). So the answer is 19 dollars.
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InstructGraph: Boost
centric Instruction Tun

Graph-centric Corpus (about 1.6M)

79 amazon ||
: \ Publmed oé g
FIFA o lost.fm

CiteSeer*

CoRA

O{.,B f\ / ConceptNet

Input graph from multiple tasks

InstructionUIE

Graph Input Engineering
Instruction & Definition

You are a good graph reasoner / generator, ...

Graph Passage

=, located in

James Francis
Cameron CC
(born August
16, 1954) isa
Canadian film-
maker ...

. Structured Format
Verbalizer

Graph [name="wiki-knowledge-graph"
entity_list = [
"James Cameron", “Ontario",
“Canada", "1954",
“Film director”,
“Avatar”, "Titanic"

1,
triple_list = [
("James Ca > “"Ontario") [relation="born in"],
- “Fils director") [relation="job"
~ "1954") [relation="born in"
- "Avatar") [relation="works"],
> "Titanic") [re’
ada") [relation=!

("ames Ca
("James
("James

n="works"],
ted in"]

(*James
("ontario" -

=

Graph Instruction Tuning

1 4 LLaMA2
i You are a good graph reasoner, you negz_j ‘to You are a good graph generator‘, you 1 WizardLM
" unders-tand the graph and the task definition, need to understand the task definition, 1 ¥ Vicuna
' and answer the question. and generate a graph to answer the 1 A LoRA | o
» Graph[name="wiki-knowledge-graph"}{ ... } Reasoning  Generation question. i Fm
v

il  rmeescsnsoscRRERES ~ - .

: Q Generate a caption to ' A:James A:The graphis | ' Q: Generate a ! v Maximum
1 ! | : |4‘ \
) « describe the graph information. _ | Francis . 1!, Likelihood
1 N P I e o LR XY
1 Q: What's the birthday of the 1 1 \\
1 +_film TITANIC's director? !

1

! ? 4 ; | Instruction Tuning
: 4 . Q:What's the relation between Qiristgeneraiall ,
g '_'James' and 'Canada'? a graph express : '
1 the rethink <)y
1+ process, then ' 1
1 output the anwser. | 1
1 Neememmao o g 1
: 1

Graph Preference Aligning

You are a good graph reasoner, you need to understand the

Instruct
Graph

graph and the task definition, and answer the question. Optimization Algorithm (DPO)
5 Graph[name="wiki-knowledge-graph"{ ... }
Reasoning / X; = You are a great reasoner, ...
ey 1y \nGraph[name="..."] {...}\nQ: ... Preference
i Q:What )%
! isthe ' Aligning
| bithday ! ‘ »‘ <] &
' y
. ofthefilm | g WLLM Output @ WLLM Output - V_LM Output “WLLM Output 3
! TITANIC's ! 1988 X 1988 X 1988 X 1988 X The graph ... —
s 1
. _d'_m_c‘?rz _ » Correct graph but  Unfactual graph but Conflict graph but Missing graph but
wrong answer wrong answer wrong answer wrong answer
[James Cameron was [James Cameron was [James Cameron was [James Cameron was e P Maximum
born in August born in August born in z\ugusl ) born in 4Augusl g Xj = You are a great generator, ... Likelihood
WLLM Output LLM Output \nGraph[name="..."] {..}\nQ: ..

Correct input but

Wrong input but
unfaithful graph

wrong graph

Correct input but
unfactual graph

You are a good graph generator, you need to understand the task

defmmon and generate a graph to answer the question.

Correct input but missing
or redundant info. in graph

LLaMA2
WizardLM
Vicuna

Generation

g Large Language Models via Graph-
ing and Preference Alignment
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* InstructGraph: Boosting Large Language Models via Graph-

centric Instruction |

Task Groups ‘ Task Clusters Task Definition | Task Input | Task Output
Connection Detection,
Graph Cycle. Detection, The tasks in this group aim to make LLMs better
Structure Hamilton Path, understand some basic graph structures. The X = [T, V= A
Modeling Bipartite Matching, | input only contains nodes, directed or un-directed ¢ s ¢ t
Shortest Path, edges, and optional weights.
Degree Computing
Graph CaPtion The taslf aims to generate a caption passage P; X = [T,,C) V=P,
Generation to describe the graph G;.
Graph Question The task aims to reason on the whole graph G; X, = [Z,,Ci, P V= A
Answering and find an entity as the final answer A; € &;. TR T tT
Graph Node The task aims to classify the target node into pre- X, = [Z,,Ci, P V= A
Graph C(l}assilfcha‘ti(l)(n i&;ﬁned kcle?sses basec(i1 on (1]11 e ‘ R ¢ ‘
raph Lin e task aims to predict the relation between two
Languz?ge Prelc)iiction given nodes baseg on G;. & = [L:; G, Pil Vi= A
Modeling - -
Graph Relevance The task aims to detect whether the graph G; is
Inspection relevant to the passage P;, we have X; = [T;,Ci, Pi] YVi=A;
A; € {relevant, irrelevant}.
. The task aims to predict whether the target user
Grap hF(;I(t)llgboratlon prefers the target item based on the whole graph X, = [T;,Ci, Pi] YVi=A;
Htering Gi, the answer A; can be set as a score.
The task aims to given a passage P; that describes
Knowledge Graph a piece of factual or commonsense information,
Grapl.1 Genergation i LhI; task aims to extract entities and relations from % =L, Pl Yi=Gi
Generation
Modeling P; to gene.rate a graph G;.
Structure Graph The task aims to generate a graph to meet the X, = [T, P yi=cC
Generation structure information described in the passage P;. ‘ v ‘ ‘
. . The task aims to solve the general reasoning task
Arithmetic . . .
Graph Symbolic in three think steps: 1) first find the question
Thought Robotic subject, 2) then generate a thought graph G; to X =1T; Yi = [Ci; Ai]
Modeling Logic express the rationale and 3) finally output the result

A, based on the graph.

‘'uning and Preference Alignment
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* GraphWiz: An Instruction-Following Language Model for
Graph Problems
»Graph Reasoning Problems

Input

0-9 8
7 G-Q: Determine whether two nodes are connected in an
6 undirected graph. In an undirected graph, (i,j) means that
node i and node j are connected with an undirected edge.
3 5 G deiandnodej d with di d edg

Explicit Reasoning Path

R: Node 7 is connected to node 1, node 1is
connected to node 5, node 5 is connected
to node 9. We can follow the path: [7->1->5-
>9], so the answer is yes.

The nodes are numbered from o to 9, and the edges are:
Connectivity: (011) (007) (036) (117) (1;5) (1:6) (5:9) (2)8) (214) (213) (318)' Is
task-specific Q there a path between node 7 and node 9?

We aim at leveraging instruction-tuning to build a powerful instruction-following LLM
that can map textural descriptions of graphs and structures, and then solve different graph
problems explicitly in natural language.
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> Overview of nine graph tasks in our Graphlinstruct benchmark

Problem Definition Time Complexity = Weighted? Directed? Node Range Difficulty
Cycle De- Detect if a given graph G contains O(|E|) X X [2, 100] Easy
tection any cycles.
Connectivity ~Assess if two nodes u and v in a Oo(|V|+ |E)) X X [2, 100] Easy
given graph G are connected via a
path.
Bipartite Judge if a given graph G is bipartite. Oo(|V]+ |E)) X v [2, 100] Easy
Graph
Check
Topological Find a topological ordering of ver- Oo(|V]+ |E)) X v [2, 50] Easy
Sort tices in a directed acyclic graph G.
Shortest Compute the shortest path between  O(|E| + |V'|log|V|) v X [2, 100] Medium
Path two specific nodes v and v in a
given graph G.
Maximum  Find the maximum sum of weights o(|V]?) v X [2,25] Medium
Triangle for any connected triplet of vertices
Sum in a given graph G.
Maximum  Calculate the maximum flow from O(|VI2V/|E|) v v [2, 50] Medium
Flow a source node s to a sink node ¢ in
a directed graph G.
Hamilton Determine if a given graph G has NP-Complete X X [2, 50] Hard
Path a Hamiltonian path that visits each
vertex exactly once.
Subgraph Verify if there exists a subgraph NP-Complete X v [2, 30] Hard
Matching in G that is isomorphic to a given 1 30

graph G'.
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»>Graph Problem Generation

v Diverse Distributions
v Length Constraints

v Unique Instances

v' Scalable Graph Sizes

»EXplicit Reasoning
Paths Generation

v Data Augmentation
with Rejection Sampling

Step 1:
Task Chosen

I
I
I
I
l |
I
Step 2: |
Problem Generation :

>~

Data Augmentation

Step 4: Training
Data-Augmented Model

C_[:m _______________

Step 6:

Path Selection

I

Step 5:
Rejection Sampling

Step 3: Initial

Generation with GPT-4

\ 4
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»>GraphWiz
v Phase 1: Mixed-Task Instruction Tuning
v Phase 2: DPO Alignment of Reasoning Abilities

Phase 1: Mixed-Task Instruction Tuning h Phase 2: DPO Alignment h

Q Preferred Reasoning Path

Detect if a given graph G contains /¢ R
any cycles. it o Wl _\>e ‘:,‘ w e ®
............ — M5 L BRI =
o PYAN VAP ° i\ Likelihood @ o
Assess if two nodes uand vin L > I:_‘ R,

graph G are connected via a path. ¢

GraphWiz Dispreferred Reasoning Path GraphWiz
N M
Lppo(M(0); M(0)st) = —E(z,r,,,Ri))~D
Liv == ) logP(Ri;lGi,Qs;0) e (B1og SADEnle) _ g1 MO)e1(Ralz)
i=1 j=1 SO\TE M@ Rile) 7 MO)sse(Rila)
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»>GraphWiz
v Phase 1: Mixed-Task Instruction Tuning
v Phase 2: DPO Alignment of Reasoning Abilities

Phase 1: Mixed-Task Instruction Tuning h Phase 2: DPO Alignment h

Q Preferred Reasoning Path

Detect if a given graph G contains /¢ R
any cycles. it o Wl _\>e ‘:,‘ w e ®
............ — M5 L BRI =
o PYAN VAP ° i\ Likelihood @ o
Assess if two nodes uand vin L > I:_‘ R,

graph G are connected via a path. ¢

GraphWiz Dispreferred Reasoning Path GraphWiz
N M
Lppo(M(0); M(0)st) = —E(z,r,,,Ri))~D
Liv == ) logP(Ri;lGi,Qs;0) e (B1og SADEnle) _ g1 MO)e1(Ralz)
i=1 j=1 SO\TE M@ Rile) 7 MO)sse(Rila)
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* MuseGraph: Graph-oriented Instruction Tuning of Large
Language Models for Generic Graph Mining

GNN* LLM* Cross-task Cross-dataset

ExpAsFeat [18] v

oo Different tasks -==~ :

E aQ O  Node i PRODIGY [22] v

E Ot@) classification E LLMForGraph [5] V4

E W Link i All-in-One [50] v v

E O/ prediction E OFA [34] v v V4

: i NLGraph [57] v v 7

i % B Graph-to-text E GPT4GRAPH M Y / 7

=\~___°;'_ _______________ ; Gr athPT [1_5] V4 Nal v
InstructGLM [71] v v Vol
MuseGraph v v v
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* MuseGraph: Graph-oriented Instruction Tuning of Large
Language Models for Generic Graph Mining

4 ‘V — h r‘vz * ‘V71
== DV Vs X Ve Input: The Compact graph description of this node v" is listed as follows:
Ove (One-hop Neighbors| Adaptive Fnput Ego graph nodes: {Revisiting learning, Image recognition, ...} @
: One-hop neighbors: {1. Image recognition 2. ...}
Vi) / (Vv Vs Ve Vo) Generation o o i ) .
= T~ 2 /8 Z Random walks: {1. Revisiting learning cited Residual learning for image
Original recognition. 2. ...} Within Token Limitation L(v*)
\_Attributed Graph ) (Random Walks ) (1) Compact Graph Description
Muse
P PP PIRRTTIPINIS D erseserererseasssssnessarnaresevatresevarenss 1
@ @& Node Classification [2) |: -3 CoT @ @
Compact Graph + @ Link Prediction 5 . 2::5; ) . CoT-based
~N | Description © Graph-to-Text GPT-4 Instruction Package
[ : :
£ Frozen! | | e e ] ]
{)G‘)i NT Zd (2) Diverse Instruction Generation
une
‘ 1 . —— Arxiv MIMIC-IIT Cora AGENDA
i % : Instruction | Dynamic
' [T T (i [ P 0 [ BB 0B
1 1
. LorA @Y D N
\Large Language Model (3) Graph-aware Instruction Tuning
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Algorithm 1: Adaptive Input Generation

Input: Attributed graph G with N nodes, token count set 7,
node energy set H, target node v*, token limitation L(v*)
Output: Key neighbor set N (v*), key walk set ‘W (v*)
1: Initialize N (v*), W (v*) as empty
2: Select v; € G(v*) with H(v;) > H(v*) and L(v*) > T(v;)
for N (v*), where G(v*) is v*’s one-hop neighbors
3: Expand W (v*) starting from v* based on G within L(v™)
and H(v*) constraints

Name #T #D H

V;: Deepwalk: Online learning 8 5 16
of social representations

V2: Inductive Representation 11 3 22
Learning on Large Graphs

V3: Gee: Graph contrastive 14 5 28
coding for graph neural

network pre-training

Va: Ensemble deep learning 4 2 8

Target | Key Neighbors: H(v;) = H(v*) | Key Walks: H(v;) = H(v")

Qv > v, v 2V >

v*=v Vo ,V3,Ve,V
1 {27 35VY5> 6} @Vl_)V3
®V2_’V7_’V11
R
vi=v, {v7,vg} 2 7 12

@ vy vg > vyp > o
@vz_)vs_)...

Given the classification of target PAPER {title} with <category> in the
. Arxiv dataset, give your explanation based on the provided Compact

i graph description.

Focus your analysis on elucidating the reasons behind this classification
in a clear Chain of Thought. Keep the analysis brief and to the point.

The Compact graph description of this PAPER is listed as follows:
{Ego graph node: ..., One-hop neighbors:...; Random walks: ...}

The classification of PAPER as <category> is accurate considering its ...

2. The abstract makes numerous references to commonly studied topics in ...
3. The ego graph nodes... also predominantly fall under the thematic
domain of ...

4. The one-hop neighbors... further solidify the notion that...

5. The data from random walks, which represents a wider view of the
PAPER's citation network...

1. The title of the PAPER...which is a common topic in... @

In conclusion, considering the PAPER's Compact graph description, its
classification is valid under <category>, because of ...
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