
Large Language Models for Graphs: 
Progresses and Directions
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Outline

Tutorial Site

Q&A after each session

For more information 
about this tutorial!
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Open-Sourced Research

https://github.com/HKUDS
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Graphs

Graphs are general language for describing and 
analyzing entities with relations/interactions
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Social Graph Academic GraphTransportation Graph

Graphs
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Graphs

Protein Interaction Graph Communication Graph Knowledge Graph
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Massive amounts of information
• Social networks
• Recommendation
• Spatio-temporal prediction

Complex relational semantics
• Proteins
• Molecules
• Heterogeneous graphs

Graph v.s Language



8

Graph + LLMs

(a) GNNs as Prefix

(b) LLMs as Prefix

(c) LLMs-Graphs Intergration

(c) LLMs-Only



GNN as Prefix
GNNàLLM
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• First-year Ph.D. student majoring in Data Science at The 
University of Hong Kong, supervised by Dr. Chao Huang.

• Research Interests: 
Ø Large Language Models and other AIGC techniques
Ø Graph Learning, Trustworthy Machine Learning
Ø Deep Learning Applications, e.g., Spatio-Temporal Mining and 

Recommendation
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About Me (Jiabin Tang)



• Node-level Tokenization: retain the unique structural 
representation of each node as much as possible

• Graph-level Tokenization: abstracts node representations 
into unified graph representations through various "pooling" 
operations
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GNN as Prefix



• Motivation: 
Ømake the LLM understand fine-grained node-level structural 

information and distinguish relationships 
Øeach node of the graph structure is input into the LLM
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Node-level Tokenization



• GraphGPT: Graph Instruction Tuning for Large Language 
Models (SIGIR’24)

• Backgrounds: 
ØRQ1: How can we feed graph structures into LLMs?
ØRQ2: How can we empower LLMs to understand graph structures?
ØRQ3: How to endow LLMs with the ability to reason step-by-step for 

zero-shot complex graph learning tasks. 
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GNN as Prefix: GraphGPT

LLM
Human Question:
Given a citation 
graph …

LLM’s Response:
Based on the 
given 
information, …



• RQ1: How can we feed graph structures into LLMs?
Ø Without Graph Structure

ü fail when interdisciplinary field
Ø Text-based Graph

ü fail when interdisciplinary field
ü  unacceptably long token length

Ø GraphGPT 
ü  effectively learning from graph
ü  controllable token length
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GraphGPT: RQ1



• RQ1: How can we feed graph structures into LLMs?
Ø Graph is a sequence of “graph tokens”
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Overall Architecture



• Initializing graph encoder with natural language alignment
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Text-Graph Grounding



• let LLM match the graph tokens with the corresponding 
natural language content in the prompt.
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Self-Supervised 
Instruction Tuning (RQ 2)

Graph Information: <graph>: Central Node: 68442, Edge index: 
[[…src node…],[…dst node…]], Node list: […]
Human Question: Given a sequence of graph tokens <graph> that 
constitute a subgraph of a citation graph, …. Here is a list 
of paper titles: 1. … 2. …, please reorder the list of papers 
according to the order of graph tokens.

GraphGPT Response: Based on the given graph tokens and the 
list of paper titles, we obtain the matching of graph tokens 
and papers: Graph token 1 corresponds to smt based induction 
methods for timed systems. Graph token 2 corresponds to …

Lightweight Alignment



• Instruction tuning for downstream tasks.
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Task-Specific 
Instruction Tuning (RQ 2)

Graph Information: <graph>: Central Node: 2, Edge index: 
[[…src node…],[…dst node…]], Node list: […]
Human Question: Given a citation graph: <graph> where the 0th 
node is the target paper, with the following information: 
Abstract: … Title: … Question: Which arXiv CS sub-category 
does this paper belong to? …

GraphGPT Response: cs.IT, cs.LG, cs.SP, cs.CV, cs.NA. The 
paper discusses the Restricted Isometry …. So, it is likely 
to belong to cs.IT…

Graph Information: <graph>: Central Node 1: 8471, Edge index 
1: [[…src node…],[…dst node…]], Node list 1: […] <graph>: 
Central Node 2: 19368, Edge index 2: [[…src node…],[…dst
node…]], Node list 2: […]
Human Question: Given a sequence of graph tokens: <graph>
that constitute a subgraph of a citation graph, …. 
Abstract: … Titile: … and the other sequence of graph tokens: 
<graph>, … Abstract: … Title: …, are these two central nodes 
connected? Give me an answer of "yes" or "no". 



• Distilling reasoning capabilities from a powerful model 
(ChatGPT) through the Chain-of-Thought (CoT).
Ø What is COT? à … Please think step by step.
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Chain-of-Thought (CoT) 
Distillation (RQ 3)

Powerful yet Closed-source and Cost

-7B, Lightweight yet not “smart”

COT Distillation



• Outperform SOTA not only Supervised but Zero-shot
settings.
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Experimental Results

First !!



• Generalization Ability Investigation.
ØMore Data Boost Model Transfer Ability
ØMore Data Yet No Forgetting
ØGeneralization for 
  Multitasking Graph Learner
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Experimental Results



• Model Case Study.
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Experimental Results



• More details could be found as below:
Ø Project page: https://graphgpt.github.io/ (QR code:                           )
Ø Paper: https://arxiv.org/abs/2310.13023
Ø Code: https://github.com/HKUDS/GraphGPT
Ø Huggingface: Jiabin99/GraphGPT-7B-mix-all
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More Details

Don’t be stingy with your stars!

https://graphgpt.github.io/
https://arxiv.org/abs/2310.13023
https://github.com/HKUDS/GraphGPT


• HiGPT: Heterogeneous Graph Language Model
• Backgrounds: 

ØHeterogeneous Graphs:                                    , where 𝒯 and ℛ
signify the types of nodes and edges.                                      
contains attributes associated with each node.

ØMeta Relation: a representation of the 
relationship between different types of nodes
connected by an edge. 
à Meta relation of                = 
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GNN as Prefix: HiGPT



• Challenges: 
ØRQ1: How can we deal with relation type heterogeneity shift

across different heterogeneous graphs (One HG Model for All)?
ØRQ2: How can LLMs understand complex heterogeneous graph 

structures (node- and edge-types, structures)?
ØRQ3: How to address data scarcity for model fine-tuning for 

heterogeneous graph learning (few-shot, zero-shot). 
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GNN as Prefix: HiGPT

One Model for Any Heterogeneous 
Graph with Few Supervised SignalsTL;DR:



• Overview of HiGPT: 
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GNN as Prefix: HiGPT



• In-Context Heterogeneous Graph Tokenizer (RQ1): 
ØGraph Tokenization with Meta Projector

üGraph Tokenization: with a Heterogeneous graph                                  , 
ü , where
ü be implemented using various backbone HGNN, e.g. HGT.
üMessage Propagation and Aggregation of HGT: 
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GNN as Prefix: HiGPT



• In-Context Heterogeneous Graph Tokenizer (RQ1): 
ØGraph Tokenization with Meta Projector

üAdaptive Parameterized Heterogeneity

üLanguage-Enriched Heterogeneity Representation
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GNN as Prefix: HiGPT

Node-aware parameters Edge-aware parameters



• In-Context Heterogeneous Graph Tokenizer (RQ1): 
ØLightweight Text-Graph Contrastive Alignment
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GNN as Prefix: HiGPT



• Heterogeneous Graph Instruction Tuning (RQ2): 
ØInstruction Tuning with Heterogeneous Graph Corpus:

üHeterogeneous Relation Awareness: inter-type token matching.
üHomogeneous Relation Awareness: intra-type matching.
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GNN as Prefix: HiGPT

Prompt Templates



• Heterogeneous Graph Instruction Tuning (RQ2): 
ØHeterogeneity-aware Fine-Tuning:

ücustomize the reasoning abilities of LLMs for specific downstream tasks.

31

GNN as Prefix: HiGPT

Prompt Templates



• Mixture-of-Thought (MoT) for Graph Instruction 
Augmentation (RQ3): 
ØMixture-of-Thought (MoT) Prompting:

üChain-of-Thought (CoT)
üTree-of-Thought (ToT)
üPanelGPT
üGenerated Knowledge 
  Prompting (GKP)

ØInstruction Augmentation 
with Priori Knowledge
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GNN as Prefix: HiGPT



• Mixture-of-Thought (MoT) for Graph Instruction 
Augmentation (RQ3): 
ØMixture-of-Thought (MoT) Prompting:
ØInstruction Augmentation with Priori Knowledge
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GNN as Prefix: HiGPT

Prompting: I have a question as below: {Human Question} ; and the answer is {Ground Truth} ,{MoT Simulations}.
CoT Simulations: Imagine that you made the correct choice and proceed with step-by-step reasoning. Using the following format: Answer: …Reason: …
ToT Simulations: Imagine three different experts are answering question. All experts will write down 1 step of their thinking, then share it with
the group. Then experts will go on to the next step. If any expert realizes they're wrong then they leave. Finally they make the correct choice.
Panel Simulations: Imagine that 3 experts are discussing the question with a panel discussion, trying to solve it step by step to make sure the 
result is correct and avoid penalty. And finally they make the correct choice. 
ChatGPT Response: {Answer&Reasoning} Augmented Instruction: {Human Question} à {Answer&Reasoning}
GKP Simulations: Please generate some knowledge that can assist in formulating an answer, including, …. Imagine that you have arrived at the 
correct answer based on the provided information and knowledge, and present a step-by-step reasoning.
ChatGPT Response: {Knowledge}+{Answer&Reasoning} Augmented Instruction: {Human Question}+{Knowledge} à {Answer&Reasoning}



• Supervised and Zero-shot Performance Comparison: 
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GNN as Prefix: HiGPT



• Graph In-Context Learning: 
Ø1-shot Beat 60-shot with Graph ICL
ØEnhanced Transferability with our Graph ICL
ØBenefit of Irrelevant Graph Examples
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GNN as Prefix: HiGPT

Without 
optimization

With Graph 
ICL



• Case Study: 
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GNN as Prefix: HiGPT



• More details could be found as below:
Ø Project page: https://higpt-hku.github.io/
Ø Paper: To be released on arXiv this week
Ø Code: https://github.com/HKUDS/HiGPT
Ø Huggingface: https://huggingface.co/Jiabin99/HiGPT
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More Details

Don’t be stingy with your stars!

https://graphgpt.github.io/
https://github.com/HKUDS/HiGPT
https://huggingface.co/Jiabin99/HiGPT
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Node-level Tokenization

GraphTranslator UniGraph

[GraphTranslator] Aligning Graph Model to Large Language Model for Open-ended Tasks
[UniGraph] Learning a Cross-Domain Graph Foundation Model From Natural Language
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Node-level Tokenization

GIMLET

[GIMLET] A Unified Graph-Text Model for Instruction-Based Molecule Zero-Shot Learning



• Motivation: 
Øcapture high-level global semantic information of the graph structure.
Øthe graph is compressed into a fixed-length token sequence using a 

specific pooling method
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Graph-level Tokenization
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Graph-level Tokenization

GraphLLM

[GraphLLM] Boosting Graph Reasoning Ability of Large Language Model
[InstructMol] Multi-Modal Integration for Building a Versatile and Reliable Molecular Assistant in Drug Discovery

InstructMol
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Graph-level Tokenization

G-Retriever

[G-Retriever] Retrieval-Augmented Generation for Textual Graph Understanding and Question 
Answering
[GNP] Graph Neural Prompting with Large Language Models

GNP



• MolCA: Molecular Graph-Language Modeling with Cross-
Modal Projector and Uni-Modal Adapter (EMNLP’23)

• Existing molecular language modeling methods

• Three-stage 
training pipeline: 
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GNN as Prefix: MolCA



• Pretrain stage 1: 

• Pretrain stage 2 by molecule captioning & Fine-tune stage 
for molecule-to-text generation
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GNN as Prefix: MolCA



LLM as Prefix
LLMàGNN
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• LLMs provide graph embeddings for GNNs
• LLMs provide graph labels for GNNs
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LLM as Prefix



• Motivation: diverse node embs/feats causing
o Low generalization ability for GNNs
o Low representation quality in the initial phase

• Leverage LLMs' powerful
o Language summarization/processing abilities
oText representation abilities

• Text-Attributed Graphs (TAGs)
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LLM as Embedder



• LLM embs. as initial embs. of GNNs
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LLM as Embedder

[G-Prompt] Prompt-based Node Feature Extractor for Few-shot Learning on Text-Attributed 
Graphs
[SimTeG] Simteg: A frustratingly simple approach improves textual graph learning

[GALM] Graph-Aware Language Model Pre-Training on a Large Graph Corpus Can Help 
Multiple Graph Applications

G-Prompt

SimTeG

LM GNN

Text

Graph Tasks

Graph 
Tasks

GALM



• Title, Abstract, Prediction & Explanation (TAPE)
• Leverage (L)LMs for

ØText feature enhancement
ØText-based embedding
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LLM as Embedder

[TAPE] Harnessing explanations: Llm-to-lm interpreter for enhanced text-attributed graph representation learning



• One for All (OFA)
ØLLM generates embeddings for features & tasks
ØUnified formulation for different graph tasks

2024/5/21 50

LLM as Embedder

[OFA] One for All: Towards Training One Graph Model for All Classification Tasks



• LLMRec: use LLM to augment rec graphs in:
Øuser-item interaction edges, user/item node attributes
ØStructure, text augmentation and embedding
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LLM as Embedder

LLMRec: Large Language Models with Graph Augmentation for Recommendation



• Comparing to LLM as Embedder
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LLM as Labeler

Text Encoding Text EnrichmentLLMs

Text-attributed Graphs

GNNs

Downstream
tasks & data

Labels
LLMs

Text-attributed Graphs

GNNs

Downstream
tasks & data



• Motivation: Graph labels are insufficient
ØNode class labels
ØLink labels
ØRepresentations are low-quality

• Label generation based on 
ØLanguage understanding & reasoning
ØQuality semantic representation learning
ØKnowledge about the world
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LLM as Labeler

Labels
LLMs

Text-attributed Graphs

GNNs

Downstream
tasks & data



• LLM-GNN, ENG
ØGenerate node labels using LLM
ØGeneralize to graphs with 

different label sets

2024/5/21 54

LLM as Labeler

[LLM-GNN] Label-free Node Classification on Graphs with Large Language Models (LLMs)
[ENG] Empower Text-Attributed Graphs Learning with Large Language Models (LLMs)



• GraphEdit
ØGenerate link labels by instruction-tuning LLM
ØTarget: graph structure learning for downstream tasks
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LLM as Labeler

GraphEdit: Large Language Models for Graph Structure Learning



• RLMRec
ØGenerate representation labels using LLM
ØMinimize noise by infomax
ØUse LLM for 

ü text generation & representation
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LLM as Labeler

[RLMRec] Representation Learning with Large Language Models for Recommendation



• OpenGraph: Towards Graph Foundation Models
ØGenerate domain-specific graph data using LLM

57

LLM as Labeler



• Self-supervised pretraining benefits generalization ability
Øe.g. GraphCL, DGI, GraphPrompt
ØPretrain and fine/prompt tuning for task/field/time transfer
ØCannot handle token set shift

2024/5/21 58

Graph A
Cite

Coauthor

Published in

Paper

Author

Conference

Graph B
Purchase

Add-to-cart

Add-to-favorite

Product

User

Venues

Token Set
Shift

Generalizability of Graph Models

TimePretrain Predict

Time Transfer

Pretrain Predict

Medicine CS

Academic Data

Field Transfer

𝑓! = ?

Connected?

Pretrn Tasks

Which type?

Downstream Tasks

Task Transfer



• Text-based generalization ability with LLMs
Øe.g. OFA, GraphGPT, ZeroG
ØAddress token set shift with LLMs for text-based data
ØCannot handle structure shifts and text-less scenarios
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Generalizability of Graph Models

[OFA] One for All: Towards Training One Graph Model for All Classification Tasks
[GraphGPT] GraphGPT: Graph instruction tuning for large language models
[ZeroG] ZeroG: Investigating Cross-dataset Zero-shot Transferability in Graphs

Text-attributed Graphs Graphs in Text Large-scale Graphs without Text

?
• Generalization ability for structures.
• What if text features are insufficient?
• Prompt for different tasks?



• Zero-shot Graph Generalization across Graphs

• Challenges:
ØToken set shift across graphs: Unified Graph Tokenizer
ØEfficient node-wise relation modeling
ØDomain-specific data scarcity

2024/5/21 60

OpenGraph: Challenges

Recommendation Medicine-Disease-Gene

OpenGraph
Pretrain Predict

Non-overlapping in:
nodes & features



• Efficient node-wise relation modeling
ØPairwise relation learning by Transformer
ØLarge number of tokens in graphs
ØScalable Graph Transformer

• Domain-specific data scarcity
ØHow to collect training data covering different downstream domains?
ØKnowledge Distillation from LLMs

2024/5/21 61

OpenGraph: Challenges



• 𝒢 → 𝐞!, 𝐞", … , 𝐞 𝒱 for any graph

2024/5/21 62

Unified Graph Tokenizer

Smoothed high-order adjacency

Topology-aware projection

Feature augmentation
• High-order connectivity
• Sparse à dense

ℝ! → ℝ"

• Representations given by FastSVD
• Cross-graph unification



• In-efficiency of transformers caused by
ØLong token sequence
ØPairwise relation learning

2024/5/21 63

Scalable Graph Transformer

Full token sequence

Token seq with only train batch

Relations between 
input tokens & 

sampled anchors
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Distillation from LLMs

LLM OpenGraph
Downstream
knowledgeMotivation



• Node Generation
ØTree-of-prompt

Algorithm

2024/5/21 65

Distillation from LLMs

Products

Clothing, Electronics, Shoes, Healthcare, Baby, …

Women’s Clothing, Men’s Clothing, Computers, Printers, Vitamins, …

Hoodies, Dresses, Suits, Ties, Laptops, MacBook, Vitamin C, Calcium, …

Instances: White hooded sweater; Men's clothing, Shorts, Golf Shorts, …

Prompt



• Edge Generation
ØGibbs sampling
ØLLM-based estimation for

2024/5/21 66

Distillation from LLMs

old samplenew sample LLM embeddings

𝑣#, 𝑣$



• Techniques for Edge Generation
ØDynamic Probability Normalization

üMaintain last T estimations
üNormalize to the range close to [0, 1]

ØNode Locality Incorporation

2024/5/21 67

Distillation from LLMs

Similar but 
not connected

𝑛!

𝑛"



• Graph Topological Pattern Injection
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Distillation from LLMs

Node Gen. Edge Gen. Graph GCN
GCN-smoothed

Embeddings



• Train with synthetic data, test on real data

2024/5/21 69

Experiments



1) Superior 0-shot prediction capability. 2) Existing pretraining methods may fail for cross-data generalization

2024/5/21 70

Overall Comparison



Effectiveness of 1) Smoothing, 2) Topology-aware projection

2024/5/21 71

Graph Tokenizer Study



1) Ablation datasets, 2) Unrelated real data, 
3) Related real data, 4) Ours synthetic data

2024/5/21 72

Pre-training Data Study



• Sequence & anchor sampling improves memory & computational efficiency
• Sequence sampling has positive effect on performance

2024/5/21 73

Sampling Strategy Study



• Environment Setup

• Download pre-trained 
models using the link 
in Models/readme
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Implementation of OpenGraph

• Code Structure
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Run Model
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Graph Generation
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Code of OpenGraph

Run training and testing.
Data processing and accessing.

Model/Algorithm implementation.
Hyperparameter definition.

Logger.



• main.py
Øif name == ‘__main__’
Øclass Exp
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Code of OpenGraph



• main.py
Øif name == ‘__main__’
Øclass Exp
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Code of OpenGraph



• model.py
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Code of OpenGraph

Topology-aware projection

High-order smoothing

Graph Transformer

Graph Transformer layer

Feed-forward layer

Efficient graph masker for edge MAE training

OpenGraph



• class OpenGraph
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Code of OpenGraph



• data_handler.py
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Code of OpenGraph
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Code of OpenGraph



Q & A
Lianghao Xia

Personal Information

Group Information



LLMs-Graph Intergration
LLMs↔Graphs

85



• Conduct Alignment between GNNs and LLMs
• Create a Fused Model with LLM and GNN
• Build Agents by LLMs for Graph Tasks

86

LLMs-Graphs Intergration
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Alignment bet. GNNs and LLMs

• Motivation: Align the feature spaces of GNNs and LLMs
oGNNs and LLMs process different types of data
oDistinct feature spaces in GNNs and LLMs

• Methods
oContrastive Learning
oEM Iterative Training
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Alignment bet. GNNs and LLMs

• Several Methods in BioScience Leverage Contrastive Alignment
o Both MoMu and MoleculeSTM uses GIN to handle molecular graphs and BERT to handle text data.
o MoMu can directly imagine new molecules from textual descriptions with a pre-trained model MoFlow.
o MoleculeSTM achieves molecule retrieval and editing with text descriptions.

[1] A Molecular Multimodal Foundation Model Associating Molecule Graphs with Natural Language, arXiv 2022

[2] Multi-modal Molecule Structure–text Model for Text-based Retrieval and Editing, Nature Machine Intelligence 2022

[MoMu, 2022] [MoleculeSTM, 2022]
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Alignment bet. GNNs and LLMs

[1] ConGraT: Self-Supervised Contrastive Pretraining for Joint Graph and Text Embeddings, arXiv 2023

[2] Prompt Tuning on Graph-augmented Low-resource Text Classification, arXiv 2023

[ConGraT, 2023]

• Several Methods in Graph Learning Leverage Contrastive Alignment
o ConGraT designs node-level alignment of GNN-embeddings and LM-embeddings, and show improvement on 

node and text classification as well as link prediction tasks.
o G2P2 proposes text-node, text-summary, and node-summary alignment and improves the text classification 

performance in low-resource environments

[G2P2, 2023]
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Alignment bet. GNNs and LLMs

[1] Grenade: Graph-Centric Language Model for Self-Supervised Representation Learning on Text-Attributed Graphs, arXiv 2023

[2] Pretraining Language Models with Text-Attributed Heterogeneous Graphs, arXiv 2023

• Several Methods in Graph Learning Leverage Other Alignment

[GRENADE, 2023]

[THLM, 2023]

o Graph-Centric Contrastive Learning

o Graph-Centric Knowledge Alignment

o Minimize KL Divergence of the Distribution 
from two Encoders (GNN and PLM).

o Learning on Heterogenous Graphs

o THLM uses a positive-negative classification task with 
negative sampling to improve the alignment of embeddings 
from two different modalities.
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Alignment bet. GNNs and LLMs

[1] Learning on Large-scale Text-attributed Graphs via Variational Inference, ICLR 2023

• Graph and Language Learning by Expectation Maximization (GLEM)

• Language Models (LMs) for Node Classification

• Graph Neural Networks (GNNs) for Node Classification
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Alignment bet. GNNs and LLMs

[1] Learning on Large-scale Text-attributed Graphs via Variational Inference, ICLR 2023

• Graph and Language Learning by Expectation Maximization (GLEM)

• GLEM leverages a variational EM framework for optimization

• In the E-step, the GNN is fixed, and the LM 
mimics the labels inferred by the GNN.

• In the M-step, the LM is fixed, and the GNN is 
optimized by using the node representations 
learned by the LM as features and the node 
labels inferred by the LM as target
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Alignment bet. GNNs and LLMs

[1] Learning on Large-scale Text-attributed Graphs via Variational Inference, ICLR 2023

• Graph and Language Learning by Expectation Maximization (GLEM)

• GLEM achieves better performance improvements with various GNN backbones
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Fusion of GNNs and LLMs

• Motivation: Achieve a higher level of integration between 
LLMs and GNNs

• Methods
o Fuse Transformer Layer with
Graph Neural Network Layer
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Fusion of GNNs and LLMs

[1] GreaseLM: Graph REASoning Enhanced Language Models for Question Answering, ICLR2022

• GreaseLM uses a cross-modal fusion component to inject information from the KG into language 
representation and  information from language into KG representation.

• An interaction node will connect all nodes in 
the graph and conduct information fusion with 
the latent rep. of a specific token in the 
sequence.

• GreaseLM achieves high performance on 
Question-Answering tasks with the structured 
knowledge from graphs.
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Fusion of GNNs and LLMs

[1] Disentangled Representation Learning with Large Language Models for Text-Attributed Graphs, arXiv 2024

• Disentangled Graph-Text Learner (DGTL)

• DGTL injects the disentangled graph neural network representation into each layer of the large 
language models.

• DGTL achieves high performance on both citation network and e-commerce graph tasks.
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Fusion of GNNs and LLMs

[1] Efficient Tuning and Inference for Large Language Models on Textual Graphs, arXiv 2024

• Efficient tuninG algorIthm for large laNguage models on tExtual graphs (EGINE)

• ENGINE introduces a lightweight and 
adaptable G-Ladder module that is 
added to each layer of the LLMs.

• The G-Ladder employs a message-
passing mechanism to incorporate 
structural information into the LLM.

• The output of G-Ladder is then used for 
classification from downstream tasks.
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Fusion of GNNs and LLMs

[1] Can GNN be Good Adapter for LLMs?, WWW 2024

• GraphAdapter uses a fusion module (e.g., MLPs) to combine the structural representations obtained from 
GNNs with the contextual hidden states of LLMs.

• This results in a fused representation 
that can be used for supervised training 
and prompting.

• Pre-training: Trains the GNN adapter 
through an autoregressive task, 
specifically predicting the next word.

• Fine-tuning: insert task-specific prompts 
based on different downstream tasks to 
generate task-relevant node reps.
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LLMs Agent for Graphs

• Motivation: Build LLM-based Agent for Graph Tasks
oThe model is capable of solving problems step-by-step by utilizing 

external tools and interacting with the graph.
• Methods
oPerception Module
oMemory Module
oAction Module
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LLMs Agent for Graphs

• Graph Agent (GA) builds memory module and reasoning module for LLMs to build an agent for graph tasks. 

[1] Graph Agent: Explicit Reasoning Agent for Graphs, arXiv 2023

• Memory Module: Graph Agent converts 
graph data into textual descriptions and 
generates embedding vectors, which are 
stored in long-term memory. 

• Reasoning Module: During inference, GA 
retrieves similar samples from long-term 
memory and integrates them into a structured 
prompt, which is used by LLMs to explain the 
potential reasons for node classification or 
edge connection.
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LLMs Agent for Graphs

• Graph Agent (GA) has an inductive-deductive reasoning paradigm. 

[1] Graph Agent: Explicit Reasoning Agent for Graphs, arXiv 2023
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LLMs Agent for Graphs

• Readi proposes a Reasoning-PathEditing framework to solve questions with Knowledge Graphs (KGs). 

[1] Call Me When Necessary: LLMs can Efficiently and Faithfully Reason over Structured Environments, arXiv 2024

• Step 1: Reasoning Path Generation

• Step 2: Path Editing

• Step 3: Path Instantiation and Answering

Leverage LLMs to generate reasoning paths 
for the given questions. 

If the path can not be initialized on the KG, 
then edit it with error message by LLMs.

Instantiating the paths and merge the paths into 
prompts for LLMs to given the final answer.



103

LLMs Agent for Graphs

• Readi achieves high performances on the QA tasks with knowledge graphs.

[1] Call Me When Necessary: LLMs can Efficiently and Faithfully Reason over Structured Environments, arXiv 2024
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LLMs Agent for Graphs

• Reasoning on Graphs (RoG) answers graph-retaled questions in 3 steps: planning, retrieval, and reasoning.

[1] Reasoning on Graphs: Faithful and Interpretable Large Language Model Reasoning, ICLR 2024

• Planning

• Retrieval

• Reasoning 🔥

LLMs generates a set of associated paths based on the 
structured information of the knowledge graph 
according to the problem

it uses the associated paths generated in the planning 
stage to retrieve the corresponding reasoning paths 
from the KG.

Finally, it uses the retrieved reasoning paths to generate 
the answer and explanation for the problem using LLMs.
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LLMs Agent for Graphs

• RoG also achieves high performances on the QA tasks with knowledge graphs.

[1] Reasoning on Graphs: Faithful and Interpretable Large Language Model Reasoning, ICLR 2024
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LLMs-Graphs Intergration



Q & A
Xubin Ren

Personal Information

Group Information



LLMs-Only
LLMs
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• Constructing proper prompts for LLMs to answer graph-related answers!
• Tuning-free: Design prompts from graph structured that LLMs can directly 

understand.
• Tuning-required: Instruction tuning LLMs to align the knowledge of graphs.
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LLMs-Only



110

Tuning-free LLMs

• Motivation: Translate the structure data of graphs into 
natural languages that LLMs can directly reasoning.

• Challenges
oHow to sequence the graph information (e.g., edges, nodes) ?
oHow to benchmark LLMs?
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Tuning-free LLMs

[1] Can Language Models Solve Graph Problems in Natural Language?, NeurIPS 2023

• NLGraph proposes a benchmark for graph-based problems and introduces instruction-based approach.

o NLGraph Benchmark has 8 graph-related tasks (e.g., link prediction, shortest path, hamilton path).
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Tuning-free LLMs

[1] Can Language Models Solve Graph Problems in Natural Language?, NeurIPS 2023

• NLGraph proposes a benchmark for graph-based problems and introduces instruction-based approach.
o Promprting Techniques can greatly improves the baseline performance (~37%-57%).
o CoT: Chain-of-Thought
o SC : Self-Consistency
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Tuning-free LLMs

[1] GPT4Graph: Can Large Language Models Understand Graph Structured Data? An Empirical Evaluation and Benchmarking, NeurIPS 2023

• GPT4Graph designs structure understanding and semantic understanding tasks.
o Structure Understanding Tasks: Degree Calculation, Link Prediction …
o Semantic Understanding Tasks: Question-Answering, Node Classification, Graph Classification …
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Tuning-free LLMs

[1] GPT4Graph: Can Large Language Models Understand Graph Structured Data? An Empirical Evaluation and Benchmarking, NeurIPS 2023

• Self-Prompting Paradigm in GPT4Graph
o First Step: Asking LLMs to automatically generate the context of the input graph.
o Second Step: The generated new context is merged with the original input to give the final answer.
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Tuning-free LLMs

[1] Exploring the Potential of Large Language Models (LLMs) in Learning on Graphs, KDD 2024

• Graph-LLM proposes two frameworks to handle the node classification task with LLMs.
o LLMs-as-Enhancers: Given node features or enhanced text attributes.
o Three strategies to adopt LLMs as Enhancers.
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Tuning-free LLMs

[1] Exploring the Potential of Large Language Models (LLMs) in Learning on Graphs, KDD 2024

• Graph-LLM proposes two frameworks to handle the node classification task with LLMs.
o LLMs-as-Predictors: LLMs directly give the answers based on constructed prompts
o Design effective prompt to incorporate structural and attribute information.
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Tuning-free LLMs

[1] Talk Like a Graph: Encoding Graphs for Large Language Models, arXiv 2023

• Talk Like a Graph discovers different methods to encode graph into text for LLMs to solve various problems.
o Finding 1: LLMs perform poorly on basic graph tasks.
o Finding 2: The graph encoding function has a significant impact on LLM graph reasoning
o Finding 3: Model capacity has a significant effect on performance of LLMs on graph reasoning tasks.
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Tuning-free LLMs

[1] Talk Like a Graph: Encoding Graphs for Large Language Models, arXiv 2023

• Various Graph Encoding methods in Talk Like a Graph:
o Adjacency. Using integer node encoding and parenthesis edge encoding.
o Incident. Using integer node encoding and incident edge encoding.
o …
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Tuning-free LLMs

[1] LLM4DyG: Can Large Language Models Solve Spatial-Temporal Problems on Dynamic Graphs?, arXiv 2023

• LLM4DyG leverages LLMs to handling spatial-temporal dynamic graphs.
o benchmarks the spatial-temporal comprehension of LLMs on dynamic graphs.
o One more number in the edge indicates the timestamp.
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Tuning-free LLMs

[1] LLM4DyG: Can Large Language Models Solve Spatial-Temporal Problems on Dynamic Graphs?, arXiv 2023

• LLM4DyG suggests the Disentangled Spatial-Temporal Thoughts (DST2)
o General advanced prompting techniques do not guarantee a performance boost here.
o DST2 instructs the LLM to sequentially think about the nodes or time.



• Motivation: 
Øconvert graphs into sequences in a specific way and align graph 

token sequences and natural language token sequences using fine-
tuning methods
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Tuning-required LLMs



• InstructGLM: Language is All a Graph Needs (EACL’24)
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LLM-Only: InstructGLM



• InstructGLM: Language is All a Graph Needs (EACL’24)
ØInstruction Prompt Design
ØGenerative Instruction Tuning for Node Classification
ØAuxiliary Self-Supervised Link Prediction

123

LLM-Only: InstructGLM



• LLaGA: Large Language and Graph Assistant
ØStructure-Aware Graph Translation

üNeighborhood Detail Template
üHop-Field Overview Template
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LLM-Only: LLaGA



• LLaGA: Large Language and Graph Assistant
ØAlignment Tuning
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LLM-Only: LLaGA



• InstructGraph: Boosting Large Language Models via Graph-
centric Instruction Tuning and Preference Alignment
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LLM-Only: InstructGraph



• InstructGraph: Boosting Large Language Models via Graph-
centric Instruction Tuning and Preference Alignment
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LLM-Only: InstructGraph



• InstructGraph: Boosting Large Language Models via Graph-
centric Instruction Tuning and Preference Alignment
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LLM-Only: InstructGraph



• GraphWiz: An Instruction-Following Language Model for 
Graph Problems
ØGraph Reasoning Problems
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LLM-Only: GraphWiz



Ø Overview of nine graph tasks in our GraphInstruct benchmark
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LLM-Only: GraphWiz



ØGraph Problem Generation
üDiverse Distributions
üLength Constraints
üUnique Instances
üScalable Graph Sizes

ØExplicit Reasoning 
Paths Generation

üData Augmentation 
with Rejection Sampling
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LLM-Only: GraphWiz



ØGraphWiz
üPhase 1: Mixed-Task Instruction Tuning
üPhase 2: DPO Alignment of Reasoning Abilities
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LLM-Only: GraphWiz



ØGraphWiz
üPhase 1: Mixed-Task Instruction Tuning
üPhase 2: DPO Alignment of Reasoning Abilities
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LLM-Only: GraphWiz



• MuseGraph: Graph-oriented Instruction Tuning of Large 
Language Models for Generic Graph Mining
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LLM-Only: MuseGraph



• MuseGraph: Graph-oriented Instruction Tuning of Large 
Language Models for Generic Graph Mining
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LLM-Only: MuseGraph



136

LLM-Only: MuseGraph
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